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Abstract—Self-supervised learning methods for 3D skeleton-based action recognition via contrastive learning have obtained competitive achievements compared to classical supervised methods. Current researches show that adding a Multilayer Perceptron (MLP) to the top of the base encoder can extract high-level and global positive representations. Using a negative memory bank to store negative samples dynamically can balance the ample storage and feature consistency. However, these methods need to consider that the MLP lacks accurate encoding of fine-grained local features, and a memory bank needs rich and diverse negative sample pairs to match positive representations from different encoders. This paper proposes a new method called Cross Momentum Contrast (CrossMoCo), composed of three parts: ST-GCN encoder, ST-GCN encoder with MLP encoder (ST-MLP encoder), and two independent negative memory banks. The two encoders encode the input data into two positive feature pairs. Learning the cross representations of the two positive pairs is helpful for the model to extract both the global and local information. Two independent negative memory banks update the negative samples according to different positive representations from two encoders, diversifying the negative samples’ distribution and making negative representations close to the positive features. The increasing classification difficulty will improve the model's ability of contrastive learning. In addition, the spatiotemporal occlusion mask data augmentation method is used to enhance positive samples’ information diversity. This method takes the adjacent skeleton joints that can form a skeleton bone as a mask unit, which can reduce the information redundancy after data augmentation since adjacent joints may carry similar spatiotemporal information. Experiments on the PKU-MMD Part II dataset, the NTU RGB+D 60 dataset, and the NW-UCLA dataset show that the CrossMoCo framework with spatiotemporal occlusion mask data augmentation has achieved a comparable performance.

Index Terms—Cross contrastive learning, spatiotemporal occlusion mask, human skeleton action recognition.

I. INTRODUCTION

HUMAN action recognition is a promising field, widely used in video surveillance [1], smart home [2] and human-computer interaction [3]–[5]. 3D human skeleton recognition has recently been widespread because of its low computer calculation consumption and strong robustness. Many supervised algorithms have been proposed in recent years [6]–[9]. These algorithms have achieved a high recognition accuracy with sufficient labels. However, data annotations are so expensive and time-consuming that self-supervised learning methods for action recognition have recently become a research hotspot. Contrastive learning methods based on instance discrimination have provided an effective way for self-supervised 3D skeleton action recognition. Positive samples are firstly processed into data with different information by data augmentation, then embedded into high-level semantic representation vectors by encoders. Contrastive learning makes the positive embedding features close and far away from the negative representations in the high-level vector space. However, the low amount of information and sparse skeleton sequence make it difficult for current models to sufficiently extract and discriminate the latent critical spatiotemporal representations, affecting the accuracy of self-supervised 3D skeleton action recognition. In order to improve the ability of the model to extract and discriminate information, we propose the Cross Momentum Contrast (CrossMoCo), mainly including three innovations: two encoders to crosswise learn representations, two independent negative memory banks and a new spatiotemporal occlusion mask data augmentation. These three innovative points specifically address the following three scientific issues.

3D skeleton sequences are low-information and easily affected by the perspective, which leads to the difficulty of extracting critical spatiotemporal information without label guidance. Extracting and Fusing global and local representations will be helpful for the model to locate the critical spatiotemporal information. Most existing methods use a single base encoder to extract representations. The base encoders, such as [6]–[8], can sufficiently extract the local spatiotemporal representations by establishing the adjacency matrix between skeleton joints. However, they cannot accurately extract global representations with a few annotations, leading to inconsistencies between global and local representations. Considering the problem, we add an MLP project head to the top of the base encoder referred to [10], [11]. MLP can capture global features by global mapping from its full connection layers, while it will weaken the model’s ability to extract fine-grained features. Combining these methods may be helpful in extracting global and local features. However, simply combining
these features tends to cause inconsistency between different features. Considering the idea, we design a feature cross-learning method to sufficiently integrate extracted representations, which crosswise compares query-key pairs embedded by different encoders. Specifically, the query representations embedded by one encoder are compared with the key representations from another encoder to learn positive representations. Our work uses the classic graph convolution network ST-GCN [6] as the base encoder to extract local representations. In addition, we use ST-MLP, connected by the base encoder ST-GCN and MLP, to extract the global representations of the skeleton sequences. Cross-learning representations from the two encoders can make the network effectively integrate their global and local spatiotemporal information. It is helpful for our model to extract essential spatiotemporal information.

Maintaining the consistency between the negative and the positive representations is challenging when the positive sample representations are diverse. Although the above cross-learning global and local representations proposed in our paper are effective, the negative samples with single representations cannot improve the ability of the model to discriminate information when the positive representations are diverse. Improving the similarity between positive and negative representations in the self-supervised training process can increase the difficulty of discrimination, promoting the model to discriminate representations. There are two main ways to store negative samples. One method is using a large batch size to store negative samples [11], which can ensure the negative representations’ stability and consistency. However, it requires a large number of storage resources. In order to balance the ample storage and features’ stability, another method represented by MoCo [12] has recently been proposed to dynamically store negative samples by a memory bank with the First-In-First-Out stack strategy. The single memory bank in MoCo is challenging to provide high-quality negative samples similar to positive representations with global and local spatiotemporal characteristics. We use two independent negative memory banks to store negative samples, respectively updated by the key representations embedded by the two encoders via the same stack strategy with MoCo. The method effectively improves the similarity of positive and negative representations and increases the difficulty of model discrimination information in the training process.

Common data augmentation methods [13] tend to produce positive skeleton samples with redundant information. They deal with discrete skeleton joints without considering their adjacent skeleton joints. 3D skeleton joints always carry lots of action information related to their adjacent joints that can form skeleton bones in the human skeleton topology through the adjacency matrix. Redundant samples make the information distribution inhomogeneous, which will affect the model to extract and discriminate critical representations. The proposed spatiotemporal occlusion mask data augmentation in our work can remove redundancy. It takes the adjacent skeleton joints as a mask unit. We occlude these mask units in random spatial positions and temporal frames with the random mask proportion. When a joint is occluded, its adjacent joints in the mask unit will also be occluded, removing the information related to the skeleton joint after data augmentation and ensuring the independence and uniformity of the augmented information. High-quality positive samples produced by data augmentation can help extract and discriminate critical representations.

The experimental results on the PKU-MMD Part II dataset [14], the NTU RGB+D 60 dataset [15], and the NW-UCLA dataset [16] show that our proposed CrossMoCo can improve the accuracy of self-supervised 3D skeleton action recognition. We summarize our contributions as follows:

- CrossMoCo framework is proposed. CrossMoCo features the crosswise learning of two positive representation pairs embedded by the two encoders and the two independent negative memory banks, which enhance the ability to extract representations as well as the diversity of negative samples’ feature distribution and consistency with the positive representations from different encoders.
- We propose to use the base encoder ST-GCN and the ST-MLP encoder composed of ST-GCN and MLP to generate two different positive query-key pairs, which are used to learn similar features from the positive samples by cross-matching. Crosswise learning can help the model extract critical spatiotemporal information by fusing global and local representations. Two independent negative memory banks are updated according to the two pairs of positive key representations, respectively.
- We propose spatiotemporal occlusion mask data augmentation to mask the skeleton data with a mask unit composed of the occluded joints and their adjacent joints that can form a skeleton bone in the human skeleton topology. Compared with each skeleton joint’s independent mask or perturbation data augmentation, the spatiotemporal occlusion mask method can make the generated data carry less redundant information to diversify the features of positive samples.
- Experiments on the PKU-MMD Part II dataset, the NTU RGB+D 60 dataset, and the NW-UCLA dataset show that our CrossMoCo achieves a comparable result.

The remainder of this paper is organized as follows. Section II describes related works on Supervised 3D Skeleton Learning. Self-supervised Contrastive Learning and Self-supervised 3D skeleton human action recognition. Section III represents our proposed CrossMoCo method. Section IV shows the experimental details and results. Section V summarizes our work.

II. RELATED WORKS

**Supervised 3D Skeleton Learning.** Early action recognition algorithms are mainly based on handcraft features [17]–[19]. Deep learning methods are characterized by end-to-end learning and have recently attracted much attention. Algorithms based on RNN can extract spatiotemporal features of successive skeleton frames [20]–[22], but it is likely to suffer from gradient disappearance or gradient explosion as well as colossal calculation. Methods based on CNN algorithm have attracted extensive attention [23]–[25], while they need regular spatiotemporal skeleton data. Methods based on Graph Convolution Network (GCN) can well model irregular
Self-supervised Contrastive Learning. In recent years, many contrastive learning algorithms based on instance discrimination have been proposed, which embed the positive and negative sample features into a high-dimensional space for discrimination. The representations of input data are treated as the anchor. Only the representations of the input samples after data augmentation are positive features. The positive features are pulled close, and the negative features are put away in the feature space. There are many algorithms to enrich positive pairs. Su et al. [28] proposed the encode and decode structures to reconstruct features. Gao et al. [29] proposed to design different data augmentation methods to improve the quantity and quality of positive sample pairs. Improving negative samples is also the research hotspot. Chen et al. [30] proposed to use a large size to compute negative embeddings. He et al. [12] used the memory bank to dynamically store negative embeddings via the First-In-First-Out strategy, which balances the features’ stability and diversity. These methods have already achieved excellent performances in the fields of self-supervised image reconstruction and image classification.

Self-supervised 3D Skeleton Human Action Recognition. In recent years, many self-supervised learning methods based on 3D skeleton action recognition have been proposed, such as 3s-CrossSCLR [31] and Skeleton-Contrastive [32], which increase the positive sample pairs via data augmentation and design different encoders to improve the ability of feature representations learning. VideoMoCo [33] improves the memory bank’s storage for negative sample pairs. Some popular algorithms improve instance discrimination by enhancing the feature learning ability of the encoder and decoder, such as P & C [28], LongT GAN [34], and MS2L [10]. These methods unilaterally consider the feature extraction of positive pairs or the storage of negative samples, which cannot improve the quality of positive and negative representations at the same time. Besides, they cannot combine the advantages of different encoders to further improve the network’s encoding capability. Based on these ideas, we propose the CrossMoCo for self-supervised 3D skeleton action recognition based on 3s-CrossSCLR [31], whose framework is inspired by MoCo [12].

III. CROSSMOCO METHOD

The whole architecture is shown in Fig.1(b). There are two encoders: the base encoder ST-GCN and the combined encoder ST-MLP composed of ST-GCN and MLP in series. Two encoders simultaneously encode positive samples to generate two kinds of query-key feature pairs, and they are cross-dot multiplied to learn the positive representations. Unlike 3s-CrossSCLR referred to the MoCo architecture [12], shown in Fig.1(a), we use two independent negative memory banks to dynamically store negative samples, which are updated according to positive key representations embedded by two encoders, respectively. Fig.1(b) shows that \( q_1 \) and \( q_2 \) are the positive pairs’ embeddings generated by the two encoders, respectively. They are compared with the negative embeddings from the two independent negative memory banks to form two similarity functions, consisting in the final objective function. The parameters of ST-GCN and MLP are updated with gradient descent.

A. MoCo Architecture Review

MoCo features a memory bank to dynamically store negative pairs following the First-In-First-Out strategy, which greatly makes use of memory storage. Besides, the parameters of the key encoder are updated by the query encoder without participating in gradient backpropagation. The expression is shown as follows [12]:

\[
\theta_k \leftarrow \theta_k + (1 - m)\theta_q
\]

where \( m \in [0, 1) \) is the momentum coefficient, and \( m \) is vital to balance the feature representations’ update speed and stability. The MoCo’s contrastive loss function is written as follows [12]:

\[
L = -\log \frac{\exp(z \cdot \hat{z}/\tau)}{\exp(z \cdot \hat{z}/\tau) + \sum_{i=1}^{M} \exp(z \cdot m_i/\tau)}
\]
with the two encoders to generate two kinds of query-key feature pairs, both $N \times C$ tensors. $C$ is the channel number. The query encoder’s parameters are updated by gradient descent, while the key encoder’s parameters are updated by formula (1). The contrastive learning loss function is composed of $L_{pos}$ and $L_{neg}$, where $L_{pos}$ is the sum of $L_q$ and $L_r$. $L_q$ is used to use the similarity between the positive samples’ query features encoded by ST-GCN and the positive samples’ key features encoded by ST-MLP. $L_r$ is used to use the similarity between the positive samples’ query features encoded by ST-MLP and the positive sample’s key features encoded by ST-GCN. $L_{neg}$ is the sum of $L_{neg, q}$ and $L_{neg, k}$. $L_{neg, q}$ is used to use the similarity between the positive samples’ query features encoded by ST-GCN and the negative features from a memory bank, updated according to the key features embedded by the ST-MLP. $L_{neg, k}$ is used to use the similarity between the positive samples’ query features encoded by ST-MLP and the negative features from the other memory bank, updated by the key features embedded by the ST-GCN encoder. The tensors’ dimensions of negative samples from two banks are both $C \times K$. The MLP in ST-MLP is composed of two linear layers of Full Connection (FC), shown in Fig. 3. Normalization and activation functions are used between two FC layers. The inputs $x$ are the positive samples after data augmentation, which are encoded by the two encoders ST-GCN and ST-MLP. Two positive query-key pairs are respectively produced, i.e., $(Z_{ST-GCN}^q(x), Z_{ST-MLP}^k(x))$ and $(Z_{ST-MLP}^q(x), Z_{ST-GCN}^k(x))$. $Z_{ST-GCN}^q(x)$ and $Z_{ST-MLP}^q(x)$ are the query features. $Z_{ST-GCN}^k(x)$ and $Z_{ST-MLP}^k(x)$ are the key features.

**B. Crosswise Learning Representations & Two Independent Negative Banks**

We propose a method of cross-learning representations to improve feature learning. The architecture diagram of CrossMoCo training original skeleton data is shown in Fig. 2. One encoder is used ST-GCN as the base encoder to embed the augmentation skeleton data into the vector space. The other encoder, ST-MLP, consists of ST-GCN and MLP connected in series. The original skeleton joint data are processed into three kinds of data streams as input, i.e., joint data, motion data and bone data, which are put into the data augmentation module to form various positive samples. After spatiotemporal occlusion mask data augmentation, the tensor dimension remains $N \times 3 \times T \times V$. $N$ represents the batch size, $3$ represents the number of channels, $T$ is the number of temporal frames, and $V$ is the number of skeleton joints in each frame. The positive data are respectively embedded tensor from the memory bank, and the $\tau$ is the temperature hyperparameter. In our work, we propose a new architecture, CrossMoCo, which improves MoCo by introducing query-key features crosswise learning and two independent negative memory banks for storing negative samples. Consecutive skeleton data after data augmentation are sent to two different encoders to produce two sets of query-key pairs, and then they are multiplied crosswise to form the similarity functions of positive pairs. The similarity functions of the two positive pairs and the negative representations from two memory banks are also calculated. These similarity functions are formed into the final similarity loss function.

Fig. 2. The architecture diagram of CrossMoCo training original skeleton data. Three data streams composed of the skeleton joint data, the skeleton motion data and the skeleton bone data are respectively input into the network for contrastive learning. The spatiotemporal occlusion mask is used for data augmentation. The encoder can embed the input data into the vector space and generate feature embedding representations, whose dimensions are $N \times 3 \times T \times V$. There are two encoders: the base encoder ST-GCN and the combined encoder ST-MLP, composed of the base encoder and MLP in series. Two encoders simultaneously embed positive sample pairs to generate two kinds of query-key pairs with $N \times C \times K$, which are crosswise multiplied and form $L_q$ and $L_r$. $L_{pos}$, the similarity of positive feature representations, is the sum of $L_q$ and $L_r$. Query features generated by ST-GCN and negative samples with $C \times K$ dimensions from memory bank 2 consist in $L_{pos, q}$. $L_{neg, q}$ is the similarity of ST-GCN query features and the negative features from memory bank 1. $L_{neg, k}$ is the sum of $L_{neg, q}$ and $L_{neg, k}$. The contrastive learning loss function is formed by $L_{pos}$ and $L_{neg}$ whose iteration process is similar to MoCo. The query encoder’s parameters of ST-GCN and MLP are updated by gradient descent. Parameters in the key encoder are updated according to formula (1).
Algorithm 1 Pseudocode of CrossMoCo Pre-training

**Input:** The three streams data x joint, motion, bone; f, the base encoder ST-GCN; h, base encoder ST-MLP + MLP, ST-MLP; queue_1, queue_2, negatives queue in two memory banks, epoch e for the pretraining epochs

for epoch in e do
    for x in Batchsize do
        \(x_1, x_2 = \text{aug}(x), \text{aug}(x)\);  
        \(q_1, k_1 = f(x_1), f(x_2);\)
        \(r_1, l_1 = h(x_1), h(x_2);\)
        compute \(L_{\text{pos}}\) by \(E_q(3)\);
        compute \(L_{\text{neg}}\) by \(E_q(4)\);
        compute \(L\) by \(E_q(5), E_q(9), E_q(10)\);
    end for
    update \(\theta_q\) by backpropagation;
    update \(\theta_k\) by \(E_q(1)\);
    enqueue \(k\) to queue;
    enqueue \(l\) to queue2;
end for

**Output:** Optimized the two encoders f and h parameters

The motion data \(x_{\text{motion}}\) is obtained from the position difference of the same skeleton joint among the adjacent temporal frames and the expression is as follows:

\[x_{\text{motion}} = X^r(t+1) - X^r(t)\]  

\(X^r\) is formed by connecting the adjacent joints in the same frame, expressed as follows:

\[x_{\text{bone}} = X^{r+1}(t) - X^r(t)\]  

The three streams’ data are independently used as the input of the contrastive loss function to produce three contrastive loss functions, i.e., \(L_{\text{joint}}, L_{\text{motion}}, L_{\text{bone}}\). The expression is:

\[\begin{align*}
    L_{\text{joint}} &= L(x_{\text{joint}}) \\
    L_{\text{motion}} &= L(x_{\text{motion}}) \\
    L_{\text{bone}} &= L(x_{\text{bone}})
\end{align*}\]  

The final contrastive loss function \(L\) is shown as:

\[L = aL_{\text{joint}} + bL_{\text{motion}} + cL_{\text{bone}}\]

where \(a, b, c \in (0, 1)\) are the correlation coefficients, reflecting the impact of three contrastive loss functions on the final loss function.

D. Skeleton Data Augmentation For Contrastive Learning

A critical design of the contrastive learning network is augmenting the input data to get multi-view positive samples. Diverse positive samples will obtain different view information, which is helpful for the encoders to learn abundant semantic representations. The common data augmentation methods include shear [13], crop [35], etc. These augmentation methods may not be suitable for skeleton joints because each 3D skeleton joint contains plenty of information related to adjacent joints during the iterative process. There will be much information redundancy if these methods are applied to the 3D skeleton data augmentation.
Inspired by the actual human skeleton occlusion in monitoring systems, we propose a new spatiotemporal occlusion mask data augmentation method to generate positive samples. The occlusion rate and position are random. Specially, a mask unit is composed of adjacent skeleton joints that can form a skeleton bone in the human skeleton topology rather than a random skeleton joint to reduce the redundant information. Firstly, we randomly mask position of skeleton joints with random different occlusion mask rates. The mask formula is expressed as follows:

\[ \text{Mask}_j = \text{Mask}(\text{RandomSampler}(r \times N_j)) \]  \hspace{1cm} (11)

where \( \text{Mask}_j \) is the mask matrix of skeleton joints, \( r \) is the skeleton joints' spatial occlusion mask rate, \( N_j \) is the skeleton joint number, \( \text{RandomSampler}(\cdot) \) is the random sampling function, which randomly extracts a certain number of skeleton joints from the complete skeleton joints, and \( \text{Mask}(\cdot) \) is the mask function, which can block the selected samples. The final spatial occlusion mask formula of the skeleton joints is as follows:

\[ D_{\text{Spatial}}(X) = X \odot \text{Mask} \]  \hspace{1cm} (12)

where \( X \) is the input skeleton joint data matrix, \( D_{\text{Spatial}}(X) \) is the skeleton data after the spatial occlusion mask data augment, and \( \odot \) is the dot production.

Occlusion often lasts for several temporal frames, which may not be successive when occlusion events occur. Inspired by the phenomenon, we randomly mask some temporal frames for data augmentation. The temporal mask \( \text{Mask}_t \) is expressed as follows:

\[ \text{Mask}_t = \text{Mask}(\text{RandomSampler}(\beta \odot T)) \]  \hspace{1cm} (13)

where \( \beta \) is the temporal occlusion mask rate, and \( T \) is the temporal frames. The temporal frames occlusion mask and the skeleton joints occlusion mask are combined to form the spatiotemporal occlusion mask. The formula \( D_{\text{Spatiotemporal}}(x) \) is expressed as follows:

\[ D_{\text{Spatiotemporal}}(X) = D_{\text{Temporal}}(D_{\text{Spatial}}(x)) \]  \hspace{1cm} (14)

We visualize the spatiotemporal occlusion mask of three actions, i.e., drinking water, jumping up and falling down, shown in Fig.4. \( t_1, t_2, t_3, t_4 \) and \( t_5 \) represents 10 frames, 20 frames, 30 frames, 40 frames and 50 frames, respectively. The occlusion mask's body part and occlusion rate are different and random between 50 frames. Precisely, in \( t_1 \) frames, the left leg, the left foot, the right arm and the right hand are occluded. There is no occlusion in \( t_2 \) frames. Both calves and feet are occluded in \( t_3 \) frames. The left calves and the right feet are occluded in \( t_4 \) frames. The right calves and right feet are occluded in \( t_5 \) frames.

IV. EXPERIMENTS

The effectiveness of spatiotemporal occlusion mask data augmentation, encoders, MLP’s layers and the number of independent memory banks are first verified by the PKU MMD Part II dataset. Then our CrossMoCo is compared with the state-of-the-art algorithms on the PKU MMD part II dataset, the NTU RGB+D 60 dataset, and the NW-UCLA dataset. Section A introduces the three classical datasets. Section B shows the experiment settings, Section C clarifies the details of the ablation experiment. Section D compares our algorithm with other advanced methods on the three datasets.

A. Datasets

PKU-MMD Part II Dataset. PKU MMD dataset is a large-scale dataset covering a multi-modality 3D understanding of human actions with almost 20,000 instances and 51 action labels. It consists of two subsets. Part I is an easier version for action recognition, while Part II is more challenging with more noise caused by view variation. In our work, we choose the Part II dataset to conduct experiments and the skeletal sequences in PKU MMD Part II dataset are processed into 50 frames.

NTU RGB+D 60 Dataset. This dataset is a human behavior recognition dataset proposed by Rose Lab of Nanyang University of technology. It contains 60 kinds of actions, with a total of 56880 samples. Among them, 40 types are daily actions; 9 types are health-related actions and 11 types are interactive actions. The movements were performed by 40 people aged from 10 to 35. The dataset is collected by Microsoft Kinect V2 sensors. Three cameras with different angles are used. The collected data form includes depth information, 3D skeleton information, RGB frames and infrared sequences. The 3D skeleton data we used includes the 3D coordinates of 25 human joints in each frame. There are two evaluation protocols: cross-subject (xsub) and cross-view (xview). For the xview experiment, the training and test datasets are divided by cameras from different views. The 18960 samples collected by camera 1 are used as the test dataset, and the remaining samples are used as the training dataset. For the xsub experiment, we divide the samples into a training dataset and a test dataset according to the person ID. There are 40320 samples in the training dataset with IDs of 1, 2, 4, 5, 8, 9, 13, 14, 15, 16, 17, 18, 19, 25, 27, 28, 31, 34, 35 and 38. The rest dataset is used as the test dataset with 37920 samples. In the following experiment, we abbreviated NTU RGB+D 60 Dataset, the xview and the xsub evaluation protocols to NTU-60 Dataset, NTU-60 xview and NTU-60 xsub, respectively. In our work, we split the datasets both in xview and in xsub experiments to 50 frames.

Northwestern-UCLA Dataset. The dataset includes 10 kinds of actions with 1494 video clips, which are captured by three Kinect cameras. Each action is performed by 10 different subjects. We use the video samples from the first two cameras as training datasets and the rest are test datasets, referring to [36].

B. Experimental Settings

All our experiments are conducted on the server with the Tesla-V100 GPU. The deep learning framework in our work is Pytorch. We preprocess the original data by eliminating the independent memory banks are first verified by the PKU MMD Part II dataset. Then our CrossMoCo is compared with the state-of-the-art algorithms on the PKU MMD part II dataset, the NTU RGB+D 60 dataset, and the NW-UCLA dataset.
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memory bank $M$ is set to 16 K and the momentum is set to 0.999.

Data Augmentation T. Instead of traditional data augmentation such as shear and crop, we conduct the spatiotemporal occlusion mask for input skeleton data and study the effect of different spatiotemporal mask rates for data augmentation.

Self-supervised Pre-training. We follow the experiment in 3s-CrosSCLR [31]. For data augmentation, we respectively set the percent of spatial occlusion mask and temporal frames occlusion mask to 0.6 and 0.5. The model is trained for 300 epochs with the learning rate 1e-5. Specially, we cross-train our model 150 epochs.

Linear Evaluation Protocol. A linear classifier is used for the action recognition task. We freeze two encoders to prevent them from gradient descent and then train the linear classifier (a fully-connected layer followed by a softmax layer) with a supervised training mode. The training lasts for 100 epochs with a learning rate 0.1.

Semi-supervised Evaluation Protocol. We pre-train the encoder with all data and then fine-tune the whole model with only 1% or 10% randomly selected labeled data.

Fine-tuned Evaluation Protocol. We add a linear classifier to the two encoders and train them as a whole for gradient descent. We train for 100 epochs with a learning rate 1e-4 and compare it with fully-supervised methods.

C. Ablation Study

All experiments in this section are conducted on PKU MMD Part II dataset with self-supervised pre-training. We pre-train 300 epochs with Tesla-V100.

Data Augmentation. In this section, we compare the effects of spatiotemporal mask rate on data augmentation by conducting linear evaluation experiments. The results are shown in Table I. It can be seen that when the rates of temporal frame occlusion mask and skeleton joint spatial occlusion mask are respectively 0.5 and 0.6, CrossMoCo can reach the highest accuracy on the PKU MMD part II dataset. In subsequent experiments on this dataset, we choose the set of spatiotemporal mask parameters (0.5, 0.6) as hyperparameters. The accuracy curve of linear evaluation with the spatiotemporal mask occlusion is shown as Fig.5. The linear evaluation accuracy of the spatiotemporal mask is the highest. The single spatial mask performs better than the single temporal mask. It means that the positive samples’ qualities from the spatial skeleton mask are higher than those of the temporal mask. The mask unit in our proposed spatial mask is the adjacent skeleton joints that can form a skeleton bone in the human skeleton topology. When a skeleton joint is occluded, the adjacent joints’ information will also be cleared, preventing the network from obtaining spatiotemporal information related to this occluded skeleton joint from adjacent skeleton joints. It effectively reduces the redundant information among positive samples after data augmentation. The diverse positive samples with independent and multi-level feature information will significantly improve our model’s contrastive learning ability.

Impact of Encoders On CrossMoCo. In this part, we explore the effectiveness of ST-GCN encoder, ST-MLP encoder, uncrossed ST-GCN encoder with ST-MLP encoder whose query-key pairs are multiplied independently, and crossed ST-GCN encoder with ST-MLP encoder whose query-key pairs are cross-multiplied. Results are shown in Table II.

Crossed encoder reaches the highest accuracy and increases the 8.2 % and 4.5 % than the uncrossed encoder on PKU MMD Part II in two experiments, respectively. The crossed encoder

<table>
<thead>
<tr>
<th>Augmentation</th>
<th>Temporal Occlusion Mask Rate</th>
<th>Spatial Occlusion Mask Rate</th>
<th>PKU MMD Part II (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>No Augmentation</td>
<td>0.2</td>
<td>0.2</td>
<td>15.8</td>
</tr>
<tr>
<td></td>
<td>0.4</td>
<td>0.4</td>
<td>22.9</td>
</tr>
<tr>
<td></td>
<td>0.6</td>
<td>0.6</td>
<td>30.4</td>
</tr>
<tr>
<td></td>
<td>0.5</td>
<td>0.6</td>
<td>29.8</td>
</tr>
<tr>
<td></td>
<td>0.8</td>
<td>0.6</td>
<td>23.2</td>
</tr>
</tbody>
</table>

Fig. 5. The accuracy curve of spatiotemporal occlusion mask with linear evaluation. The test accuracy with the spatiotemporal mask is the highest.
combines two encoders’ advantages by crosswise learning the query-key pairs’ features generated by ST-GCN and ST-MLP. ST-MLP avoids network dependence on long frames via global encoding. ST-GCN captures fine-grained action information features via local encoding. The feature representations generated by ST-GCN and ST-MLP in the uncrossed encoder are only simple addition, needing more information fusion. The feature representations learned by the uncrossed encoder may be inconsistent, and the positive sample features generated by another encoder will be regarded as negative sample features when the pre-training model is frozen in the LE (Linear Evaluation) test, leading to confusion in classification and low performance. However, in the FE (Fine-tuned Evaluation) test, the fine-tuning of the pre-training model under the guidance of the label makes the feature representations unified, thus improving the accuracy. For the crossed encoder, the feature representations generated by ST-GCN and ST-MLP interact to realize the fusion of local and global information. Even if the pre-training model is not fine-tuned, the feature representations extracted from the whole model are quite uniform. Therefore, the crossed encoder has a good performance in the LE test. The experiment shows that the simple combination of multiple encoders cannot make the model perform better than the single encoder. Cross-learning feature representations can integrate the advantages of different base encoders to make the network perform well on public datasets. It provides a solution for the future representations fusion of various encoders in the field of contrastive learning.

In general, the accuracy’s gains in the LE test are lower than those in the FE test. In the LE test, only the full connection layer is updated according to the labels’ information. The pre-training model is frozen and cannot be updated in the downstream task, limiting the gains in the downstream task. However, the whole model is fine-tuned to complete the downstream task in the FE test. The fine-tuning of the pre-training model makes features extracted by the whole model more precise and accurate than those of the frozen pre-training model in the downstream task so that the accuracy’s gains are greater than those in the LE test.

### Impact of the Memory Banks’ Numbers

In this section, we explore the effectiveness of two memory banks of the CrossMoCo model. In this experiment, the encoders are set to crossed ST-GCN encoder with ST-MLP encoder. Results are shown in Table III.

The accuracy is the highest when we adopt two independent negative memory banks. However, when there are more memory banks, the number of negative sample pairs will be much larger than that of positive sample pairs, which is easy for the model to take a shortcut in representation learning. If there is only one memory bank, the negative samples’ feature updating in the memory bank cannot be well consistent with the positive key representations embedded by the two encoders. It will reduce the difficulty for our network to discriminate the positive and negative representations so that the ability of the network’s contrastive learning cannot be well improved.

### Impact of MLP with Different Layers

In this section, we explore the influence of the number of MLP layers of ST-MLP on CrossMoCo. The experimental results are shown in Table IV. It can be seen that when the MLP layer is one, the test accuracy is the highest on PKU MMD Part II. It shows that one layer of MLP is sufficient for data fitting. If the MLP layer’s number is more than the appropriate number of fitting layers, it will lead to the difficulty of training and increase the higher training error, which will make the network fall into the local optimization and lead to network degradation.

### Conclusion

In this section, we compare CrossMoCo with the state-of-the-art contrastive learning models with different evaluation protocols.

### Linear Evaluation Results on NTU-60 and NW-UCLA Datasets

Table V shows that our CrossMoCo performs best on the NTU-60 xview dataset and the NW-UCLA dataset.
Fig. 6. The t-SNE visualization of feature embeddings’ distributions from three algorithms on the NW-UCLA dataset. Different colors represent different action categories. The same classes are expected to be grouped together and different classes are expected to be far way. (a) 3s-SkeletonCLR. (b) 3s-CrosSCLR. (c) CrossMoCo (ours).

Semi-supervised Evaluation Results on Three Datasets.

We compare our model with other excellent algorithms under semi-supervised evaluation with a small number of labels on the PKU MMD Part II dataset, the NTU-60 xview dataset, and the NW-UCLA dataset, shown in Table VI. We test the effect of different algorithms on the linear evaluation of three datasets with 1 % and 10 % labels. When the label fractions are respectively 1 % and 10 %, the test results on PKU MMD Part II are 60.8 % and 26.5 % higher than that of 3s-CrosSCLR. Specially, CrossMoCo has achieved the best results both on the PKU MMD Part II and the NW-UCLA datasets.

Fine-tuned Evaluation Results. We compare the fine-tuned evaluation of different algorithms on the PKU MMD Part II dataset and the NTU-60 dataset, as shown in Table VII. Our algorithm has outperformed 9.1 % of the baseline 3s-

TABLE VI

<table>
<thead>
<tr>
<th>Methods</th>
<th>Label Fraction</th>
<th>PKU MMD Part II (%)</th>
<th>NTU-60 xview (%)</th>
<th>NW-UCLA (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>LongT GAN [34]</td>
<td>1%</td>
<td>12.4</td>
<td>–</td>
<td>18.2</td>
</tr>
<tr>
<td>MS2L [10]</td>
<td>1%</td>
<td>–</td>
<td>38.1</td>
<td>–</td>
</tr>
<tr>
<td>ISC[55]</td>
<td>1%</td>
<td>10.2</td>
<td>50.0</td>
<td>29.9</td>
</tr>
<tr>
<td>3s-CrosSCLR [31]</td>
<td>1%</td>
<td>16.4</td>
<td>21.7</td>
<td>31.4</td>
</tr>
<tr>
<td>CrossMoCo (ours)</td>
<td>1%</td>
<td>25.8</td>
<td>–</td>
<td>59.9</td>
</tr>
<tr>
<td>LongT GAN [34]</td>
<td>10%</td>
<td>26.1</td>
<td>–</td>
<td>60.5</td>
</tr>
<tr>
<td>MS2L [10]</td>
<td>10%</td>
<td>21.1</td>
<td>72.5</td>
<td>–</td>
</tr>
<tr>
<td>ISC[55]</td>
<td>10%</td>
<td>26.7</td>
<td>68.7</td>
<td>69.7</td>
</tr>
</tbody>
</table>

Fig. 7. The confusion matrix of proposed CrossMoCo on two large public datasets. (a) PKU MMD Part II dataset. (b) NTU-60 xview dataset.
CrossMoCo on the PKU MMD Part II dataset and is superior to other algorithms on the NTU-60 dataset. Fig.7 shows the confusion matrix of the proposed CrossMoCo on PKU MMD Part II and the NTU-60 xiew. As shown in the confusion matrix, most of the actions are predicted by our model.

V. CONCLUSION

In our work, we propose a new contrastive learning framework CrossMoCo for self-supervised 3D human skeleton action recognition. It encodes positive input data via two encoders, the base encoder ST-GCN and the ST-MLP encoder by adding an MLP project head to the top of the ST-GCN. Two kinds of semantic query-key positive feature representations embedded by the encoders are cross-multiplied to learn local and global semantic representations, improving representation learning ability. Inspired by MoCo, we establish two independent negative memory banks to provide high-quality negative samples that have consistent representations with the positive embeddings from the two encoders. The similarity of positive and negative representations increases the difficulty of discrimination, promoting the model’s contrastive learning. Besides, we invent the spatiotemporal occlusion mask data augmentation method to generate positive samples without redundant information. Experiments on the PKU-MMD Part II dataset, the NTU RGB+D 60 dataset, and the NW-UCLA dataset show that our CrossMoCo has achieved a comparable result.

In the future, more downstream tasks, such as 3D action retrieval and prediction, will be completed. Moreover, the labels’ language semantic information will also be used as the input to guide our model to learn representations and realize zero-shot action recognition.

REFERENCES


Qiuyang Zeng received her M.S. degree in mechanical engineering from the School of Mechatronics Engineering, Harbin Institute of Technology, Harbin, in 2018, and B.S. degree in Vehicle Application Engineering, Harbin Institute of Technology, Weihai, in 2016. She is a Ph.D. candidate in College of Electronics and Information Engineering, Tongji University, Shanghai. Her current research interests include action recognition, graph neural network and deep learning.

Chengju Liu received the Ph.D. degree in control theory and control engineering from Tongji University, Shanghai, China, in 2011. From October 2011 to July 2012, she was with the BEACON Center, Michigan State University, East Lansing, MI, USA, as a Research Associate. From March 2011 to June 2013, she was a Postdoctoral Researcher with Tongji University, where she is currently a Professor with the Department of Control Science and Engineering, College of Electronics and Information Engineering, and a Chair Professor of Tongji Artificial Intelligence (Suzhou) Research Institute. She is also a Team Leader with the TJArk Robot Team, Tongji University. Her research interests include intelligent control, motion control of legged robots, and evolutionary computation.

Ming Liu (Senior Member, IEEE) received the B.A. degree in automation from Tongji University, Shanghai, China, in 2005, and the Ph.D. degree from the Department of Mechanical Engineering and Process Engineering, ETH Zürich, Zürich, Switzerland, in 2013. He was a Visiting Scholar with the University of Erlangen-Nuremberg, Erlangen, Germany, and the Fraunhofer Institute of Integrated Systems and Device Technology (IISB), Erlangen. He is currently an Assistant Professor with the Department of Electronic and Computer Engineering, The Hong Kong University of Science and Technology, Hong Kong. His current research interests include autonomous mapping, visual navigation, topological mapping, and environment modeling.

Qijun Chen (Senior Member, IEEE) received the B.S. degree in automatic control from Huazhong University of Science and Technology, Wuhan, China, in 1987, the M.S. degree in control engineering from Xi’an Jiaotong University, Xi’an, China, in 1990, and the Ph.D. degree in control theory and control engineering from Tongji University, Shanghai, China, in 1999. He was a Visiting Professor with the University of California at Berkeley, Berkeley, CA, USA, in 2008. He is currently a Professor with the Department of Control Science and Engineering, College of Electronics and Information Engineering, Tongji University. His current research interests include network-based control systems and robotics.