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Abstract—The problem of calibrating an extrinsic parameter between a camera and an inertial measurement unit (IMU) using an industrial robotic manipulator has been studied. This generates a result of hand–eye/robot–world/camera–IMU calibration in a simultaneous fashion. The developed method is free of inertial integration over time and, thus, is robust to uncertain IMU biases. It is derived that the problem can be solved via a simultaneous optimization of hand–eye/robot–world/camera–IMU transformations. The resulted optimization is highly nonconvex on the special Euclidean group, and we give globally optimal solutions. Experiments verify that the proposed method is capable of estimating accurate calibration parameters. Comparative studies between representatives show the global optimality of the proposed method. The new simultaneous method is capable of conducting calibration of a robot/camera/IMU combination. The designed method guarantees the global optimality; thus, the accuracy is ensured. The developed globally optimal solutions will also be computationally efficient on modern industrial computers. Finally, we show that the proposed method can give accurate calibration results for a stereo/IMU sensor combination.

Index Terms—Camera–IMU calibration, hand–eye calibration, industrial robotic manipulator, nonconvex optimization, pose estimation.

I. INTRODUCTION

A. Background and Related Work

PRECISION industrial grasping tasks have high demands on the servoing accuracy. To meet such purposes, visual/inertial sensors are usually mounted to the robotic manipulator for precise inspection of the objects to be grasped. In such a system, it is required that all frames of the sensors and the manipulator should be aligned so that the processed information can be mapped from one frame to another [1]. The key step to obtain the unknown transformation from the vision sensor frame to the frame of an end-effector attached to the robotic manipulator is called the hand–eye calibration, which was first proposed by robotic scientists in the late 1980s [2], [3]. Hand–eye calibration is usually abstracted as a mathematical problem of the form \( AX = XB \), in which \( X \) is the unknown hand–eye parameter to be solved. Extensive efforts have been paid to seek efficient and accurate closed-form solutions to the hand–eye calibration problem [4]–[6]. It has been later found out that, if one also takes the robot–world pose into account, the hand–eye/robot–world calibration algorithm of the type \( AX = YB \) can be established, where \( X \) still represents the hand–eye relationship, while \( Y \) exactly denotes the robot–world transformation [7]. The problems \( AX = XB \) and \( AX = YB \) stimulate many other industrial calibration works that resemble their mathematical forms [8], [9]. Although many analytical solutions (see, e.g., [10] and [11]) have been found for these problems [12], they are still nonconvex ones indicating that a closed-form solution cannot reach the global minimum, and further iterative search is required. Therefore, in the past few years, the community concentrated on finding globally optimal solutions for these problems [13]–[15].
Recently, industrial vision sensors have been usually designed with an inertial measurement unit (IMU) in a compact manner. Such a visual/inertial sensor combination brings great convenience for very accurate and highly dynamical visual–inertial odometry [16]. The calibration for extrinsic parameter between the camera and the IMU is an important issue but may not have been solved properly. The renowned toolbox KAALIBOX [17] aims to offer a flexible calibration pipeline for most users. It is based on motion-based calibration concepts [18], [19] that significantly require IMU preintegration [20], which diverges quickly in the presence of large inertial biases. Historically, calibrating vision sensors using a robotic manipulator has been studied [21]. Cameras can also help the calibration of common robotic manipulators [22] or parallel mechanisms like six-degree-of-freedom Stewart platforms [23]. Unified camera–robot calibration improves the calibration accuracy for respective calibration steps [24]. Moreover, inertial sensors can also be calibrated using robotic manipulators [25]. IMUs are also benefiting the calibration of robotic manipulators [26]. For highly dynamical visual servoing tasks, the IMU also helps to gap the low-rate data sampling of the camera and the robotic manipulator [27]. Therefore, calibrating the robot, the camera, and the IMU simultaneously can consider the measurement errors in a unified fashion and, thus, enhances the calibration accuracy.

B. Contribution

The contributions of this article are listed as follows:

1) A hybrid pose determination method is derived, which considers the hand–eye/robot–world/camera–IMU transformations in a unified framework. The developed algorithm is free of IMU preintegration, so it is more robust to unknown IMU biases.

2) The pose determination is refined by a nonconvex optimization. We also give the globally optimal solutions to this problem.

3) The designed method, according to its global optimality, can obtain calibration parameters that are very close to the ground truth offered by professional calibration services.

C. Outline

The rest of this article is organized as follows. Section II contains the proposed algorithm. Section III illustrates experimental results. Finally, Section IV concludes this article.

II. SIMULTANEOUS CALIBRATION ALGORITHM

A. Problem and Solution

Related notations are described as follows. The 3-D special orthogonal group contains all $3 \times 3$ rotation matrices, subject to orthonormality, i.e., $SO(3) := \{ R \in \mathbb{R}^{3\times3} | R^T R = I, \det(R) = +1 \}$, where $I$ is the identity matrix. Combining rotation on $SO(3)$ with a translation vector, the 3-D special Euclidean group is $SE(3) := \{ T = (R_T t_T \ 1') | R_T \in SO(3), t_T \in \mathbb{R}^3 \}$, where $0$ denotes a zero matrix with proper dimension. All the poses in this article are on $SE(3)$.

The calibration problem considered in this article is illustrated in Fig. 1. The studied problem is: given kinematics of the industrial robotic manipulator $A$, pose $C$ from calibration board to the camera frame $\{C\}$, and angular rate measurements $\omega \in \mathbb{R}^3$ in the IMU frame $\{B\}$, determine the unknown hand–IMU parameter $X$, robot–world pose $Y$, and camera–IMU extrinsic parameter $W$, in an optimal least-squares manner. In Fig. 1, two virtual intermediate poses are illustrated, i.e., the pose $B$ from the calibration board to the IMU and the pose $X$ from the robot gripper to the IMU frame. The hand–eye parameter $X$ was originally defined as the transformation between the robot gripper and the attached camera. It is assumed that the robotic manipulator has been calibrated; thus, pose $A$ is considered to be accurate. As seen from Fig. 1, it is shown that the real hand–eye relationship can be restored by combining $X$ and $W$.

To determine unknown transformations optimally shown above, we first establish the hand–eye/robot–world relation by

$$AX = YB.$$  \hspace{1cm} (1)

Note that both sides of (1) can be differentiated with respect to time $t$, i.e.,

$$\dot{AX} + A\dot{X} = \dot{Y}B + Y\dot{B}$$  \hspace{1cm} (2)

in which, for arbitrary pose $X \in SE(3)$, we have

$$X = \begin{pmatrix} R_X & t_X \\ 0 & 1 \end{pmatrix}$$  \hspace{1cm} (3)

$$\dot{X} = \begin{pmatrix} \dot{R}_X & \dot{t}_X \\ 0 & 0 \end{pmatrix}.$$  \hspace{1cm} (4)

For the hand–IMU parameter, it is always assumed as a constant once the installation is completed. Therefore, $X = 0$.
characterizes such static pose. For $Y$, it represents the transformation between the robot base to the calibration board in the world frame, which is also static in our studied case, indicating $\dot{Y} = 0$. Therefore, (2) is simplified as

$$\dot{A}X = Y \dot{B}.$$  \hfill (5)

Note that since $B$ is a virtual nonmeasurable pose, it must be related to some measurable ones. Following this purpose, the models of the angular rate $\omega$ and the camera pose $C$ are combined. For the rigid body of the IMU, the angular rate $\omega$ contributes to the attitude dynamics [20] of

$$\dot{R}_B = R_B \omega_x,$$  \hfill (6)

in which $\omega_x$ denotes the skew-symmetric matrix of $\omega$. When imaging the calibration in the image plane, the camera captures 2-D points in its frame. Commonly, the perspective-n-point (PnP) problem seeks the camera pose by finding the transformation between 2-D points in the image plane and 3-D points in the world frame. As the calibration board is normally standard, 3-D world points are easily obtained. However, since the camera intrinsic matrix may not be accurate enough because of inaccurate estimation of radial and tangential distortions, the translational scale of the PnP pose must be adjusted. To this end, we also model the positive scale as

$$\varrho$$

characterizes such static pose. For $Y$, it represents the transformation between 2-D points in the image plane and 3-D points in the world frame. Commonly, the perspective-n-point (PnP) problem seeks the camera pose by finding the transformation between 2-D points in the image plane and 3-D points in the world frame. As the calibration board is normally standard, 3-D world points are easily obtained. However, since the camera intrinsic matrix may not be accurate enough because of inaccurate estimation of radial and tangential distortions, the translational scale of the PnP pose must be adjusted. To this end, we also model the positive scale as $\varrho \in \mathbb{R}_+$ so that the camera pose $C$ is

$$C = \begin{pmatrix} R_C & \varrho t_C \\ 0 & 1 \end{pmatrix}. \hfill (7)$$

Let us write the unknown camera–IMU extrinsic parameter as

$$W = \begin{pmatrix} R_W & t_W \\ 0 & 1 \end{pmatrix} = \begin{pmatrix} R_B & t_B \\ 0 & 1 \end{pmatrix}, \hfill (8)$$

which is assumed to be a fixed constant for the studied problem. Therefore, the homogeneous transformation satisfies

$$R_B = R_C R^B_C$$  \hfill (9)

$t_B = R_C t^B_C + \varrho t_C.$  \hfill (10)

Since $R^B_C, t^B_C$, and $\varrho$ are constants, one obtains

$$\dot{R}_B = \dot{R}_C R^B_C$$  \hfill (11)

$$\dot{t}_B = \dot{R}_C t^B_C + \varrho \dot{t}_C.$$  \hfill (12)

Now, we have two categories of equations

$$\begin{align*}
Ax &= YB(\varrho) \\
\dot{Ax} &= Y\dot{B}(\varrho)
\end{align*} \hfill (13)$$

which can be expanded as

$$\begin{align*}
R_A R_X &= R_Y R_C R^B_C \\
R_A t_X + t_A &= R_Y (R_C t^B_C + \varrho t_C) + t_Y \\
\dot{R}_A R_X &= R_Y R_C R^B_C \omega_x \\
\dot{R}_A t_X + \dot{t}_A &= R_Y (\dot{R}_C t^B_C + \varrho \dot{t}_C).
\end{align*} \hfill (14)$$

The first subequation in (14) is not solvable as $R^B_C$ can be inverted to the left side and combined together with $R_X$. However, from the third subequation in (14), one may see that such transform does not hold any longer, i.e., the parameter $R^B_C$ is solvable in this subequation. In experiments, engineers will gather a series of $N$ measurements for error adjustment. From another aspect, the relationship in Fig. 1 indicates that $AX = YCW$, which can be transformed as

$$AU = YC \hfill (15)$$

in which $U = XW^{-1}$. This shows that $Y$ can be solved independently from (15) with given matrices $A$ and $C$. Therefore, we have the following optimization:

$$\arg \min_{U,Y \in SE(3)} J = \sum_{i=1}^{N} \| A_i U - YC_i \|^2 \hfill (16)$$

in which $\| X \| = \sqrt{\text{tr}(X^T X)}$ for arbitrary $X$ is the Frobenius norm and the subscript $i$ denotes the $i$th pair of measurements. The problem in (16) is the typical $AX = YB$ one, which has global solution using [14], [15]. For problem (14), the optimization (17) as shown at the bottom of this page, is constructed. The problem (17) is a highly nonconvex one due to the nonlinear constraint of SO(3). Some parts of this problem belong to the general type of $AXB = YCZ$ [8], but are not strictly on SE(3). Therefore, solving (17) using analytical quaternionic methods like [8] is infeasible because there is no conversion from SE(3) derivatives $\dot{A}$ and $\dot{B}$ to quaternion derivatives. To decrease these nonlinear constraints, quaternions are employed. Then, the modified optimization Lagrangian is

$$\tilde{\mathcal{L}} = \mathcal{L} + \lambda^T \begin{pmatrix} q_x^T q_x - 1 \\ q_w^T q_w - 1 \end{pmatrix} \hfill (18)$$

where $\lambda = (\lambda_1, \lambda_2)^T$ contains Lagrange multipliers, while $q_x$ and $q_w$ are attitude quaternions of $R_X$ and $R^B_C$, respectively. All local minima of (17) can be obtained via

$$\nabla_y \tilde{\mathcal{L}} = 0 \hfill (19)$$

in which $y = (q_x^T, q_w^T, t_x^T, t_w^T, \varrho, \lambda_1, \lambda_2)^T \in \mathbb{R}^{17}$ is the optimization variable. Equation (19) indicates a polynomial system formed by components of $y$. 

$$\arg \min_{R_X, R^B_C \in \text{SO}(3), t_X, t^B_C \in \mathbb{R}^3, \varrho \in \mathbb{R}_+} \mathcal{L} = \sum_{i=1}^{N} \left[ || R_{A_i} R_X - R_Y R_C R^B_C ||^2 + || \dot{R}_{A_i} t_X + \dot{t}_{A_i} - R_Y \dot{R}_C t^B_C - \varrho \dot{R}_Y t_{C,i} ||^2 \\
+ || \dot{R}_{A_i} R_X - R_Y R_C R^B_C \omega_x ||^2 + || R_{A_i} t_X + t_{A,i} - R_Y R_C t^B_C - \varrho R_Y t_{C,i} - t_Y ||^2 \right]. \hfill (17)$$
B. Classification of Roots

Solving (19) completely will give all local minima. There are many existing methods for solving all roots of polynomial systems accurately or approximately. Representatives include Gröbner-basis method and Wu Wenjun’s method [28, 29]. However, the current system given in (19) has 17 subequations and an order of 3, indicating that the Gröbner basis of this system can hardly be obtained symbolically. As the Gröbner-basis method is essential for variable elimination, it is also hard for Wu Wenjun’s method to compute all solutions to (19) within tolerable computation time. What should be noted here is that, although (19) has many solutions, only real ones are taken into account. Therefore, the kernel task is to obtain all real roots to (19). Moreover, analyzing (19) using symbolic computation engines, one can write $t_X$ and $t_W$ in terms of $q_X, q_W,$ and $\rho$. Therefore, inserting these formulations back into (19) gives a new system

$$f(z) = 0$$

which only consists of components in a new optimization variable $z = (q_X^\top, q_W^\top, \rho, \lambda)^\top \in \mathbb{R}^N$. The system (20) is not homogeneous in $z$, thus making it easier to be reduced. With the aid of a supercomputer from Aliyun, Inc., China, we are able to use Macaulay2 software to get a reduced system of (20). Typically, this can be done by finding out the Sylvester matrix $S$ or Gröbner basis $G$ of (20). As there are 11 dimensions in $z$, neither $S$ nor $G$ is hand-writable. Rather, the final result of $S$ consumes a hard-disk storage of 728 GB, and for $G$, the storage is 12 GB. Note that the above results are obtained by simplification after the quaternion norm constraints $q_X^\top q_X = 1$ and $q_W^\top q_W = 1$. If we extend $G$ into the form of $g$, forming a univariate polynomial as

$$g(\rho) = 0$$

the polynomial $g(\rho)$ has at most terms of 6771, namely, for extreme cases, (21) will have 6770 complex roots. However, what we really care are those real roots that correspond to real scale factors and, furthermore, real quaternions. To identify how many real roots (21) will have, some symbolic theorems must be introduced. Let

$$g(\rho) = a_0 \rho^n + a_1 \rho^{n-1} + \cdots + a_n$$

where $n \leq 6770$ is the order of the univariate polynomial of $\rho$ and $a_{i-1}$ is the $i$th coefficient. The differential of (22) can be given by

$$g'(\rho) = na_0 \rho^{n-1} + (n-1)a_1 \rho^{n-2} + \cdots + a_{n-1}.$$  

The discriminant of $g(\rho)$ is defined as the Bezout matrix between $g(\rho)$ and $g'(\rho)$, say $\text{disc}(g)$ [29]. The second discriminant of $g(\rho)$ is defined as the Sylvester matrix between $g(\rho)$ and $g'(\rho)$, say $\text{Disc}(g)$. The generation of $\text{disc}(g)$ and $\text{Disc}(g)$ can be fully completed by symbolic softwares like Mathematica and Maple. Here, we would like to denote $\mathcal{M}_k$ as the matrix associated with the $k$th minor of $\text{Disc}(g)$. In [32], it has been pointed out that $g(\rho)$ has $k$ distinct roots if and only if $\det(\mathcal{M}_k) \neq 0$ and $\det(\mathcal{M}_j)$, for $j = k + 1, k + 2, \ldots, n$. Moreover, the number of real roots $N_{\rho, R}$ is equal to the variation number of signs in children components of a quadratic term $\zeta^T \mathcal{M}_k \zeta$, where $\zeta$ is an arbitrary real vector. Therefore, it can be verified via huge amount of synthetic samples up to the quantity of $1 \times 10^9$ that $N_{\rho, R}$ has the upper bound of 256. This means that the polynomial (22) will have at most 256 real roots. Considering that any combination of $q_X, -q_X$ and $q_W, -q_W$ is valid for (20), the number of real roots $z$ equals $256/4 = 64$.

C. Numerical Solutions

In practice, due to the characteristics of data, the scale parameter $\rho$ is always around 1. The values of Lagrange multiplier $\lambda$ actually represent the penalty factor of the optimization. For the optimization (17), one must select the global minimum that corresponds to the least loss function value $L$. Therefore, $\lambda$ must be a small value because if it is too large, it can be inferred that the corresponding loss function value is also large. To effectively obtain all the real local minima of (20), we use multiple random sampled quaternions as initial conditions. To this end, via the method in [31], we are able to uniformly and randomly sample quaternions in the 4-D real unit-spherical vector space. By empirical tests, we are able to conclude that (20) normally has $4$–12 real local minima, but will have at most 64 local minima for some extreme cases, which coincides with previous theoretical findings. Therefore, if we perform a search of 128 uniform random samples for solving (20), it can be guaranteed that all solutions can be obtained. Here, we use the Broyden–Fletcher–Goldfarb–Shanno algorithm for unconstrained convergence of (20), which is a quasi-Newton method free of computation of analytical Jacobian. After obtaining all real solutions to (20), sorting loss function values in the ascending order and selecting the solution associated with the loss function value give the global optimum. It can be seen from the above procedures that multiple searches from different initial values will be easily implemented with parallelization. Therefore, the complete solution on a modern multicore industrial computer is computationally efficient. The final algorithmic flow is provided in Algorithm 1.

D. Sensitivity Analysis

The sensitivity analysis aims to find out the relationship between the input uncertainty and the output uncertainty. Therefore, we use the covariance as the quantitative result of sensitivity analysis. Since the covariance of measurement input is small, we use the following small-angle approximation to account for the rotation infinitesimal $\theta_G = (\theta_1, \theta_2, \theta_3)^\top$ of the rotational part of a given pose $G$:

$$\delta R_G = \begin{pmatrix} 1 & -\theta_3 & \theta_2 \\ \theta_3 & 1 & -\theta_1 \\ -\theta_2 & \theta_1 & 1 \end{pmatrix}$$

so that the rotation after perturbation is $\tilde{R}_G = (\delta R_G) R_G$. The perturbation of translation is additive, such that $\tilde{t}_G = t_G + \delta t_G$. In Algorithm 1, there are two key steps. First, we obtain $Y$ from (16). The covariances of components of pose $Y$ can be obtained...

1. Preliminaries
   1) Number of available measurements: \( N \geq 2 \).
   2) Synchronized measurements pairs: \( \{ A_i, B_i \}, \{ \dot{A}_i, \dot{B}_i \} \), for \( i = 1, 2, \ldots, N \).

2. Algorithmic Steps
   1) Generate uniformly random samples of quaternions as initial start point of optimization by [31]. Use \( \varphi = 1 \) as initial solution.
   2) Conduct parallel computation of globally optimal \( \text{SE}(3) \) poses \( U \) and \( Y \) from (16) using methods from [14], [15].
   3) Conduct parallel computation of globally optimal quaternions \( q_X, q_W \) and scale factor \( \varphi \) from (17) by solving (20) with the developed algorithm.
   4) Compute the corresponding translation \( t_X \) and \( t_W \).

by Hessian inverse as the Fisher information

\[
\Sigma_{cd} = \left( \frac{\partial^2 J}{\partial c \partial d} \right)^{-1} \quad (25)
\]

in which \( c \) and \( d \) represent combinations of \( \theta_Y \) and \( t_Y \). When the covariance of \( Y \) has been obtained, it can be used as input uncertainty of the next problem (17). Likewise, the covariances of components of \( X, W \), and \( \varphi \) can be obtained by setting \( J = L \) as \( L \), and \( c \) and \( d \) as combinations of \( \theta_X, \theta_W, t_X, t_W \), and \( \varphi \). For detailed computation of derivatives, one may turn to [30] for analytical formulas. Moreover, in engineering applications, one may also use numerical central differentiation or Padé approximation to compute the Hessian.

III. EXPERIMENTAL RESULTS

A. Overview

The experimental setup is shown in Fig. 2. There is a Universal Robot UR5 industrial robotic manipulator with a mounted camera and a gripper. Calibration patterns, including a 12 × 9 chessboard with each block size of 30 mm, together with several Aruco markers of ID582 being presented on the test table. The chessboard and the markers are placed statically on the table. The installed camera is the Intel Realsense D435i with infrared/visible-light subcameras and a Bosch BMI055 IMU. The camera has the measurement uncertainty of 0.5 pixels and that of IMU is 0.005 rad/s for the gyroscope. The transformation of robot links is generated from the angular encoder of the UR5 robot. The repeatability of the UR5 robot is \( \pm 0.1 \) mm, which is comparatively noiseless according to the manual. The chessboard has been set as the origin of the world frame, and the visible-light camera is selected for calibration. The BRISK descriptor is utilized for feature extraction of the corners [33]. A sample image of extracted corners after filter is shown in Fig. 3. The direct least-squares method is used for pose estimation of the camera relative to the chessboard via PnP mechanisms [34]. The Quicksort algorithm is employed to sort loss function values of different local minima [35]. We use the factory default intrinsic parameter to conduct PnP pose estimation. Several experiments have been conducted for validation of the proposed simultaneous hand–eye/robot–world/camera–IMU calibration method. The D435i is factory calibrated, and the default extrinsic parameter can be regarded as the ground truth, which is denoted as \( \text{W}_\text{true} = \begin{pmatrix} R_\text{true} & t_\text{true} \\ 0 & 1 \end{pmatrix} \). The rotational and translational errors for a given pair of rotation \( R \) and translation \( t \) are

\[
\varepsilon_R = \arccos \left\{ \left[ \text{tr} \left( R^T R_\text{true} \right) - 1 \right] / 2 \right\} \quad \text{rad} \quad (26)
\]
\[ \varepsilon_t = \frac{\| t - t_{\text{true}} \|}{\sqrt{3}} \, (\text{mm}). \] (27)

Prior to experiments, we conduct a synthetic study showing the effect of measurement noise levels to the developed algorithm. In this synthetic study, the true rotation and translation of \( A \) are perturbed by noise such that

\[ R_A = R_{A,\text{true}} \exp(\xi_x) \] \[ t_A = t_{A,\text{true}} + \gamma \] (28)

where \( t_{\text{true}} \) denotes true values and \( \xi \) and \( \gamma \) are noise terms that are subject to Gaussian distribution. The noise model (28) also applies for \( C \). The gyroscope readings are also perturbed via \( \omega = \omega_{\text{true}} + \beta \), where \( \beta \) is subject to Gaussian distribution as well. The noise level is defined as the variance of the noise terms. When evaluating noise effect from a single source, the noise from other sources will be set to zero so that the evaluation will be independent. In a single test, the noise levels of rotational and translational parts are the same. For each test, we use 1000 synthetic cases for averaged performances.

Next, via experiments, it can be concluded that the D435i camera has angular accuracy of 10 arcsec and translation accuracy of 2 mm (1280 \times 720 resolution). The experiments are conducted on a typical MacBook Pro 2017 with processor of i7-4core 3.2 GHz, running an Ubuntu 18 system with ROS Melodic. The data rates of different sensors are downsampled to 30 Hz (30 frames/s) for synchronization. We use the MoveIt! toolbox in the robotic operating system (ROS) to conduct motion planning of the UR5 robot. Since there is no ground truth for the hand–eye parameter \( X \) and the robot–world pose \( Y \), the only way to verify the performance is by validating the camera–IMU calibration results. We also use the Kalibr algorithm [17] and the method of Mirzaei and Roumeliotis [18] to conduct the camera–IMU calibration as comparative results.

Kalibr refines the calibration parameters by considering the camera intrinsic parameter and the camera–IMU extrinsic parameter in a unified manner via the Levenberg–Marquadt algorithm (LMA). The method of Mirzaei and Roumeliotis estimates camera pose and IMU biases using a Kalman filter. The parameters of these algorithms for the presented experimental validation can be set according to the datasheets of Intel D435i and Bosch BMI055 IMU. The experimental steps are as follows:

1) Make sure that all the robotic components are self-calibrated. First, the robotic manipulator should be calibrated on the table. Second, we need an accurate intrinsic calibration of the camera. Third, the basic parameters of the IMU, including scale factor, misalignment, and offsets, should be estimated.
2) Use a planning algorithm, for instance, a rapidly exploring random tree algorithm, to generate a smooth trajectory of the robotic gripper. It should be guaranteed that throughout the trajectory, the calibration pattern is always within the field of view of the camera. The motion should be distinctive enough for observable angular rates but should not be too drastic such that the data magnitude overflows the full measurement range.

3) When gathering data, make sure that all the sensor data will be sampled at the same time instant. This sometimes requires synchronization mechanisms in hardware. For software implementation using ROS, we suggest the Synchronizer function to conduct synchronized measurements.\(^1\)

**B. Results**

The synthetic accuracy tests for different noise levels by perturbing \( A \) are shown in Figs. 6 and 7. When perturbing \( C \), we obtain results in Figs. 8 and 9. The perturbation of the IMU model generates the results in Figs. 10 and 11.

For experimental study, the continuous motion planned can be visualized via the motion of camera (see Fig. 4). We generate distinctive motion to conduct the proposed simultaneous calibration. The inertial data of one experiment of 150 s duration are shown in Fig. 5. If there is no motion selection, i.e., small angular rates also take part in the calibration, the accuracy is not satisfactory. One may add more measurements for error adjustment, and the relationship between measurement number \( N \) and the accuracy is shown in Fig. 12. However, if we set a

\(^1\)The open-source codes of this method can be accessed at https://github.com/zarathustr/SHERWCIC, where detailed procedures of experimental setup and data gathering can be found.
threshold $\eta$ as the minimum tolerant angular rate norm, the calibration accuracy performances (100 pairs of randomly selected measurements) are shown in Fig. 13. Using $\eta = 0.05$ rad/s, we compare the results from various algorithms, whose details are shown in Fig. 14. For such a parameter set, the scale factor is estimated as $\rho = 0.99158 \pm 5.23 \times 10^{-5}$. The uncertainty is generated using the sensitivity analysis shown in Section II-D. We also add unknown IMU biases $b_\omega$ to the inertial data $\omega$ so that the utilized angular rate is $\tilde{\omega} = \omega + b_\omega$ and show the performance results in Table I. The run-time stats for all these algorithms are presented in Table II. The error performances of various methods are shown in Table III.

C. Discussion

From the results shown in Section III-B, one may be able to know the following:

1) From Fig. 12, larger $N$ results in more accurate estimation results. This finding coincides with the basic principle of the least-squares algorithm.

2) From Fig. 13, a slightly higher angular-rate threshold $\eta$ helps improve the calibration accuracy of the proposed method. This is because when $\omega \approx 0$, the value of $R_C\omega$...
approaches zero as well, which will make the equality $AX = XB$ singular. However, when $\eta$ is too large, much useful information will be lost.

3) From Figs. 6–11, it can be shown that the logarithm rotational and translational errors grow linearly with increasing noise levels of different error sources. It also comes to a consensus that larger measurement number $N$ leads to a better calibration accuracy. However, when the noise levels become sufficiently large, for instance 10%, the algorithm becomes insensitive to the variation of $N$. This shows that, to guarantee a satisfactory calibration performance, the sensor noise must be suppressed, which may require digital filters. The utilized IMU contains built-in digital low-pass filter (DLPF), which significantly decreases such an effect, and it brings convenience in further experimental validation.

4) From Fig. 14 and Table III, the proposed method achieves the best of overall accuracy. The other two algorithms converge with increasing time and own slightly better accuracies for the translational part.

5) The scale factor $\varphi$ is not exactly 1 in practice, this shows that:

1) the intrinsic calibration of camera may not be very accurate;
TABLE I

<table>
<thead>
<tr>
<th>$|b_\omega|$ rad</th>
<th>Kalibr $\varepsilon_R$ (rad)</th>
<th>Mirzaei and Roumeliotis [18] $\varepsilon_R$ (rad)</th>
<th>Proposed $\varepsilon_R$ (rad)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$1 \times 10^{-3}$</td>
<td>0.0050681</td>
<td>0.0056933</td>
<td>0.0034135</td>
</tr>
<tr>
<td>$1 \times 10^{-2}$</td>
<td>0.0328894</td>
<td>0.0434408</td>
<td>0.0087246</td>
</tr>
<tr>
<td>$1 \times 10^{-1}$</td>
<td>0.1352965</td>
<td>0.1684732</td>
<td>0.0894015</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$|b_\omega|$ rad</th>
<th>Kalibr $\varepsilon_t$ (mm)</th>
<th>Mirzaei and Roumeliotis [18] $\varepsilon_t$ (mm)</th>
<th>Proposed $\varepsilon_t$ (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$1 \times 10^{-3}$</td>
<td>1.12770</td>
<td>1.27365</td>
<td>0.38901</td>
</tr>
<tr>
<td>$1 \times 10^{-2}$</td>
<td>6.23466</td>
<td>8.93782</td>
<td>0.84683</td>
</tr>
<tr>
<td>$1 \times 10^{-1}$</td>
<td>20.2152</td>
<td>32.5611</td>
<td>1.72936</td>
</tr>
</tbody>
</table>

2) the correspondence and precision of 2-D/3-D points may not be refined.

Thus, the estimation of $\varrho$ has been validated to be necessary, and the simultaneous calibration accuracy also relies on this value.

6) From Table I, the sensitivities to the magnitudes of unknown IMU biases indicate that the proposed algorithm is robust to these uncertain biases. The reason is that the proposed method is free of IMU preintegration and, thus, is independent of attitude integral, which highly depends on the bias stability of the gyroscope measurements.

7) From Table II, the computational efficiency shows that the proposed method is fast for computation. The Kalibr processes data using Python language and refines a huge optimization via LMA, which consumes too many computational resources and can only be executed on one single core. The method of Mirzaei and Roumeliotis [18] is much faster, which uses a 21-state Kalman filter. However, as the covariance matrix is of the size $21 \times 21$, for one loop, there must have been matrix inversion for 441 elements. While the Kalman filter can only be implemented sequentially, the proposed method, which has been realized with parallelization, is the fastest one among all candidates.

D. Extended Applications: Stereo/IMU Calibration

The studied simultaneous hand–eye/robot–world/camera–IMU solver can be extended to calibration between stereo cameras and the attached IMU. Fig. 16 depicts the schematic of the poses applied to this problem, which are very similar with that in Fig. 1. This system is important since in the 3-D reconstruction, one may require the IMU to enhance scale based on a pure stereo system. Using the proposed algorithm and two independent patterns visualized by two different cameras, we are able to obtain extrinsic parameters between left and right cameras, parameters between cameras and the IMU, and parameters between pattern frames. The stereo calibration parameters are given by $X$ and $W$ in Fig. 15. In this experiment, we use a pattern board with several AprilTags ([36]; see Fig. 17). Each AprilTag has a unique identifier, and the relative transformations between them can be given by the computer design system. When making the calibration board, we use very solid material so that the relative transformations are solid and can be considered as ground truth. The upper two patterns are selected for calibration. By capturing images and IMU readings at multiple positions in the 30-Hz continuous synchronized mode, we first evaluate the calibration results via the accuracy of $Y$. The results indicate that the rotation error is within $0.01^\circ$, and the translation error is within 1 mm. Then, we compare the proposed method with a state-of-the-art method by Huang et al. [37]. Huang’s method aims to give online extrinsic calibration between stereo/IMU combination. By following the algorithmic steps in [37], we
perform the calibration and summarize the reprojection errors of calibration patterns from one camera to another in pixels. The results are shown in Table IV. Huang’s method requires simultaneous calibration and visual inertial odometry. Therefore, it may be affected by long-term drift factors from the IMU, and the accelerometer in the IMU gives the initial scale estimation, which may be affected by in-motion vibration. The proposed method does not rely on the integral of IMU measurements and, thus, is much more static than Huang’s method and will give better calibration results for the designed hardware system.

**IV. Conclusion**

A new algorithm for simultaneous calibration of hand–eye/robot–world/camera–IMU relative transformations has been proposed in this article. Globally optimal estimation of these unknown transformations on \( SE(3) \) has been studied. The developed method offers a new method for calibrating the camera–IMU accurately using industrial robotic manipulator and calibration patterns. Through experiments, we verify that the method developed in this article is more robust to unknown IMU biases and is computationally efficient. Moreover, extended applications show that it is effective for stereo/IMU calibration. Future efforts will be paid to study online variants of the developed method.
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