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Abstract— Freespace detection is a fundamental component
of autonomous driving perception. Recently, deep convolutional
neural networks (DCNNs) have achieved impressive perfor-
mance for this task. In particular, SNE-RoadSeg, our previously
proposed method based on a surface normal estimator (SNE)
and a data-fusion DCNN (RoadSeg), has achieved impressive
performance in freespace detection. However, SNE-RoadSeg is
computationally intensive, and it is difficult to execute in real
time. To address this problem, we introduce SNE-RoadSeg+, an
upgraded version of SNE-RoadSeg. SNE-RoadSeg+ consists of
1) SNE+, a module for more accurate surface normal estima-
tion, and 2) RoadSeg+, a data-fusion DCNN that can greatly
minimize the trade-off between accuracy and efficiency with
the use of deep supervision. Extensive experimental results have
demonstrated the effectiveness of our SNE+ for surface normal
estimation and the superior performance of our SNE-RoadSeg+
over all other freespace detection approaches. Specifically, our
SNE-RoadSeg+ runs in real time, and meanwhile, achieves the
state-of-the-art performance on the KITTI road benchmark.
Our project page is at https://www.sne-roadseg.site/
sne-roadseg-plus.

I. INTRODUCTION

Autonomous driving appears prominently in our society in
the form of the advanced driver assistance system (ADAS) in
both commercial and research vehicles [1]. Visual environ-
ment perception, the front-end module and key component
of the ADAS, analyzes the raw data collected by the car’s
sensors and outputs its understanding to the driving scenario
[2]–[4]. Its outputs are then used by other modules, such
as prediction and planning, to ensure the safe navigation of
self-driving cars in complex environments [5], [6].

As a fundamental task in visual environment perception,
freespace detection performs pixel-level binary classification
on vision sensor data, e.g., RGB images [7], LiDAR point
clouds [8], or depth/disparity images [9]. This is generally
realized with traditional segmentation algorithms and/or deep
convolutional neural networks (DCNNs) [10]. With the use
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of modern encoder-decoder architectures, semantic segmen-
tation DCNNs have emerged as the most powerful tool
for robust freespace detection, and their performance under
different environmental conditions is incredibly good. There-
fore, many researchers have turned their focuses towards
developing DCNN-based freespace detection approaches.

Recent data-fusion DCNNs for semantic segmentation
[11]–[14] have achieved the state-of-the-art (SOTA) perfor-
mance in freespace detection by extracting visual features
from different modalities of vision sensor data and fusing the
extracted features to provide accurate semantic prediction.
For example, progressive LiDAR adaptation-aided road de-
tection (PLARD) [8] learns both visual and LiDAR features
using two DCNNs. A feature space adaptation module then
follows to adapt the LiDAR features to visual features. This
helps PLARD [8] achieve impressive freespace detection re-
sults. Furthermore, we recently introduced a SOTA freespace
detection algorithm, named SNE-RoadSeg [12]. It consists
of 1) a surface normal estimator (SNE), a lightweight mod-
ule for efficient end-to-end translation from depth/disparity
images into surface normal inference maps, and 2) Road-
Seg, a data-fusion DCNN capable of extracting and fusing
features from both RGB images and the inferred surface
normal maps for accurate freespace detection. However,
SNE-RoadSeg [12] is computationally intensive, and it is
difficult to execute in real time. One possible solution is to
reduce the network depth/level of RoadSeg, but the selec-
tion of the optimal depth requires an extensive architecture
search. Furthermore, in order to improve the computational
efficiency, the SNE hypothesizes that the angle between an
arbitrary pair of normalized surface normals is less than
π/2 [12]. This can, sometimes, degrade the performance
of the SNE near ambiguities, further deteriorating freespace
detection performance.

To resolve the limitations of SNE-RoadSeg, in this paper,
we introduce SNE-RoadSeg+, an upgraded version of SNE-
RoadSeg, as shown in Fig. 1. SNE-RoadSeg+ consists of 1)
SNE+, a module for surface normal information inference
without the hypothesis made in [12], and 2) RoadSeg+, a
data-fusion DCNN that can greatly minimize the trade-off
between accuracy and efficiency with the use of deep super-
vision. Extensive experimental results on the DIODE [15]
and ScanNet [16] datasets have demonstrated the effective-
ness of our SNE+ for surface normal inference. Moreover, we
have evaluated our SNE-RoadSeg+ on the KITTI road [17]
and Ready-to-Drive (R2D) road [12] datasets. The achieved
results show that our SNE-RoadSeg+ outperforms all other
freespace detection approaches. Specifically, SNE-RoadSeg+
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Fig. 1: An overview of our proposed freespace detection framework SNE-RoadSeg+. It consists of 1) SNE+, a lightweight
module for accurate surface normal information inference, and 2) RoadSeg+, a data-fusion DCNN that can greatly minimize
the trade-off between accuracy and efficiency with the use of deep supervision. The entire framework has five network
levels, which are illustrated in different background colors. During the inference phase, we can either 1) assemble all five
freespace predictions to achieve the most accurate performance or 2) prune the network and only use the low-level parts to
achieve the required efficiency without additional training. s denotes the resolution of the input RGB and depth images, and
cn denotes the number of feature map channels at different levels.

runs in real time, and meanwhile, achieves the state-of-the-
art performance on the KITTI road benchmark1 [17].

II. RELATED WORK

A. Surface Normal Estimation

Existing surface normal estimation methods can be ba-
sically categorized as data-driven [18], [19] or geometry-
based [20], [21]. The former algorithms are generally trained
using supervised learning techniques, hence requiring a large
amount of well-labeled surface normal ground truth to find
the best network parameters. Moreover, such algorithms
are not designed specifically for surface normal estimation,
because they are only considered as auxiliary functionalities
for other computer vision and robotics tasks. Prior to our
works [12], [22], geometry-based algorithms typically fit lo-
cal (planar or quadratic) surfaces to a collection of 3D points
adjacent to the observed 3D point. By minimizing residual
error using optimization techniques, such as principal com-
ponent analysis or singular value decomposition, the surface
normal information can be obtained. Recently, we proposed

1www.cvlibs.net/datasets/kitti/eval_road.php

three-filters-to-normal (3F2N) [22] and SNE-RoadSeg [12],
which provide an efficient way to translate depth/disparity
images directly into accurate surface normal maps. In this
paper, we introduce SNE+, a more accurate surface normal
estimation approach, which neglects the hypothesis made in
SNE-RoadSeg [12]. In addition, our SNE+ can also benefit
DCNNs in freespace detection, as will be demonstrated in
Section V.

B. Semantic Segmentation DCNNs

Since [23] proposed the fully convolutional network
(FCN), many single-modal networks have been developed
for semantic segmentation. SegNet [24] first presented
the popular encoder-decoder architecture, which is widely
used in current networks. U-Net [25] adopts the encoder-
decoder paradigm, and further incorporates skip connections
into the network for performance improvement. Moreover,
DeepLabv3+ [26] and DenseASPP [27] combine the advan-
tages of the spatial pyramid pooling (SPP) module and the
encoder-decoder architecture to improve the semantic predic-
tion detail. In addition, GSCNN [28] utilizes the boundary
information to refine the semantic predictions.

www.cvlibs.net/datasets/kitti/eval_road.php


To further improve the semantic segmentation perfor-
mance, some researchers have developed data-fusion net-
works that use two (or more) types of visual features. Specif-
ically, FuseNet [29] utilizes RGB images and depth images
based on the popular encoder-decoder architecture. Similarly,
Depth-aware CNN [30] presents two novel operations, depth-
aware convolution and depth-aware average pooling, to ex-
tract useful information from depth images for performance
improvement. Moreover, RTFNet [31] was designed to per-
form semantic segmentation using RGB images and thermal
images. Additionally, our SNE-RoadSeg [12] first transforms
the depth/disparity images into surface normal maps, and
then fuses the features learned from both RGB images and
the inferred surface normal maps for accurate freespace
detection. However, SNE-RoadSeg [12] is computationally
intensive, and it is difficult to execute in real time. SNE-
RoadSeg+ is, thus, proposed to address this problem, and
it can greatly minimize the trade-off between accuracy and
efficiency with the use of deep supervision.

C. Deep Supervision

Deep supervision aims at improving the network perfor-
mance by providing supervision on the intermediate layers
of the network [32]. This paradigm has been used in many
tasks, such as semantic segmentation. For example, the
architecture design of DenseASPP [27] adopts the concept
of deep supervision implicitly, while [33] added additional
supervision layers to improve the performance of semantic
segmentation. Following these studies, we also incorporate
deep supervision into SNE-RoadSeg+ for accurate and ef-
ficient freespace detection, making SNE-RoadSeg+ the first
data-fusion DCNN to adopt the deep supervision paradigm.
Moreover, we follow [33] and adopt a model pruning ap-
proach to achieve a great trade-off between accuracy and
efficiency using deep supervision.

III. SNE+

We demonstrated in [12] and [22] that the surface normal
information can be accurately and efficiently inferred from
dense depth/disparity images in an end-to-end manner. These
approaches first estimate the gradient gxy = (nx;ny) of the
surface normal’s projection on the xy-plane by performing
gradient filtering on a given disparity (or inverse depth)
image [12]. The preliminaries of gxy estimation are given
in the supplement. Given a 3D point p adjacent to the
observed 3D point q, an nz candidate can be obtained. As
all candidates share one gxy , their provided surface normals
are on the same tangent spherical surface. Therefore, the
estimation of n̂ (the optimum n) can be realized by finding
a point on the arc of this tangent spherical surface where
the nz candidates are distributed most intensively. The key
to designing an SNE thus turns into the way of formulating

n̂z = Φ(gxy,q,P), (1)

where P = (p1;p2; . . . ;pk) is a group of k neighboring
3D points around the observed 3D point q. [22] formu-
lates (1) as a median or mean filter. The former achieves

better accuracy, but meanwhile, it is more computationally
intensive because of the sorting operation [22]. Furthermore,
SNE-RoadSeg [12] formulates (1) as an energy minimization
problem with respect to inclination and azimuth. However,
it hypothesizes that the angle between an arbitrary pair of
surface normals is less than π/2, limiting its performance
near ambiguities, where the surface normal candidates can
differ significantly from each other. Since a surface normal
is undirected (n and −n can be considered to be exactly the
same), we formulate (1) as follows:

n̂z =
[

sin θ cosϕ, sin θ sinϕ, cos θ
]>
, (2)

where

θ = arg max
θ

k∑
i=1

(Ai sin θ + nzi cos θ)2

=
1

2
arctan

(
2
∑k
i=1Ainzi∑k

i=1

(
nzi

2 −Ai2
))+

π

2
l, l ∈ {0, 1}

(3)

∈ [0, π] denotes inclination, ϕ ∈ [0, 2π) denotes az-
imuth [12], and Ai = nxi

cosϕ+ nyi sinϕ. Compared with
the SNE used in SNE-RoadSeg [12], (2) can produce a more
accurate n̂z , and therefore, we refer to it as SNE+.

IV. ROADSEG+

Based on our previous work SNE-RoadSeg [12], our
SNE-RoadSeg+ first employs the above-mentioned SNE+ to
translate depth/disparity images into surface normal maps,
and then fuses the features learned from both RGB images
and the inferred surface normal maps for accurate freespace
detection, as shown in Fig. 1. The data-fusion DCNN fol-
lows the popular encoder-decoder paradigm. Specifically, the
encoder first extracts and fuses the different modalities of
features in a multi-scale fashion. The decoder then utilizes
feature extractors F i,j and upsampling layers U i,j to realize
flexible feature fusion and accurate freespace detection.
Readers are recommended to refer to [12] for more details
on the network architecture. The rest of this section mainly
introduces the major difference between SNE-RoadSeg [12]
and SNE-RoadSeg+, that is, incorporating deep supervision
into the network to improve the accuracy and efficiency for
freespace detection.

Different from SNE-RoadSeg [12], which only uses one
upsampling layer U0,4 to perform the final freespace pre-
diction, we append four upsampling layers, namely, U0,0,
U0,1, U0,2 and U0,3, to output freespace predictions at
different network levels/depths. During the training phase,
the freespace prediction Yi at level i is supervised by the
cross entropy loss as follows:

Li
(
Ŷ , Yi

)
= −

∑
p

Ŷ (p) · log (Yi (p)) , (4)

where p denotes the valid pixels and Ŷ denotes the freespace
ground truth. The adopted overall loss L is then defined as a
weighted summation of Li, i.e., L =

∑5
i=1 αiLi. During the

inference phase, we can assemble the freespace estimations



(a) (b) (c) (d) (e) (f) (g)

A
ng

ul
ar

 e
rr

or
 (d

eg
re

es
)

(1)

(2)

Fig. 2: Examples of the surface normal estimation results on the DIODE dataset [15]: (a) RGB images; (b) depth images;
(c)–(g) angular error maps of LINE-MOD [20], PlanePCA [21], 3F2N [22], SNE [12] and our SNE+, respectively; (1) the
indoor scenario; and (2) the outdoor scenario.

at all five network levels by computing their average to
generate the final freespace prediction.

Additionally, we follow [33] and adopt a model prun-
ing approach to optimize the trade-off between accuracy
and efficiency based on the deep supervision paradigm.
Specifically, since the freespace predictions at low network
levels do not rely on the high-level network architecture,
we can prune arbitrary high-level layers of the architecture
to achieve flexible acceleration with acceptable performance
degradation. For example, we can adopt the network with
only two levels, i.e., the green and blue parts shown in
Fig. 1, and the final freespace estimation can be obtained by
assembling Y1 and Y2. Please note that this model pruning
process can be directly conducted during the inference phase
to achieve the required efficiency without additional training.

In summary, the advantages of the proposed deep supervi-
sion paradigm are twofold. 1) Providing supervision on the
intermediate layers of the network can smooth the gradient
flow for effective and efficient training, further leading to
accurate freespace prediction results. 2) The deep supervision
paradigm ensures that the intermediate layers of the network
can provide accurate freespace predictions. Therefore, we
do not require additional training after pruning the network.
Instead, we can directly use the pruned network during the
inference phase to boost network efficiency.

V. EXPERIMENTAL RESULTS AND DISCUSSION

A. Datasets and Experimental Setups

Two datasets are adopted to evaluate the performance of
our SNE+ for surface normal estimation:
• The DIODE dataset [15]: This dataset provides ap-

proximately 25K depth images with the corresponding
surface normal ground truth in real-world indoor and
outdoor scenarios.

• The ScanNet dataset [16]: This dataset contains about
2.5M depth images with the corresponding surface nor-
mal ground truth in 1513 real-world indoor scenarios.

Moreover, two other datasets are used to evaluate the
performance of our SNE-RoadSeg+ for freespace detection:
• The KITTI road dataset [17]: This dataset provides

RGB-D data in real-world driving scenarios. Specifi-
cally, it contains 289 paris of training data with ground

truth for freespace detection and 290 pairs of testing
data without ground truth.

• The R2D road dataset [12]: This dataset is a syn-
thetic dataset collected under different illumination and
weather conditions. It contains 11430 pairs of RGB-
D images with the corresponding ground truth for
freespace detection.

In our experiments, we first compare our SNE+ with state-
of-the-art surface normal estimation approaches, as presented
in Section V-B. Then, we compare our SNE-RoadSeg+ with
state-of-the-art DCNNs for freespace detection. Specifically,
we adopt the stochastic gradient descent with momentum
(SGDM) optimizer during the training phase. We also adopt
the early stopping mechanism to avoid over-fitting. The cor-
responding experimental results are presented in Section V-
C. Finally, we submit the results achieved by our SNE-
RoadSeg+ to the KITTI road benchmark [17], as presented
in Section V-D.

In addition, we adopt the average angular error eA to
quantify the performance of surface normal estimation ap-
proaches:

eA =
1

m

m∑
k=1

cos−1
(
〈nk, n̂k〉
‖nk‖2 ‖n̂k‖2

)
, (5)

where m denotes the number of valid (observed) pixels; and
nk and n̂k denote the ground-truth and estimated surface
normals, respectively. An accurate surface normal estima-
tion approach achieves a low eA value. Furthermore, two
commonly used metrics are adopted for the performance
evaluation of freespace detection, namely, the F-score (Fsc)
and intersection over union (IoU):

Fsc =
2n2tp

2n2tp + ntp (nfp + nfn)
× 100%, (6)

IoU =
ntp

ntp + nfp + nfn
× 100%, (7)

where ntp, ntn, nfp and nfn denote the true positive, true neg-
ative, false positive and false negative pixel numbers, respec-
tively. An accurate freespace detection approach achieves
high Fsc and IoU values.

B. Evaluations for Surface Normal Estimation
We compare our SNE+ with four SOTA surface normal

estimation approaches: LINE-MOD [20], PlanePCA [21],
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Fig. 3: DCNN comparison for freespace detection performance on the KITTI road [17] and R2D road [12] datasets. “D-A
CNN” is the abbreviation of “Depth-aware CNN”. SegNet [24], U-Net [25], DeepLabv3+ [26], DenseASPP [27] and GSCNN
[28] are single-modal DCNNs, while FuseNet [29], Depth-aware CNN [30], RTFNet [31], RoadSeg [12] and our RoadSeg+
are data-fusion DCNNs.

TABLE I: eA (degrees) of surface normal estimation ap-
proaches on the DIODE [15] and ScanNet [16] datasets. The
best results are shown in bold type.

Approach DIODE ScanNet
Indoor Outdoor

LINE-MOD [20] 12.839 17.272 14.479
PlanePCA [21] 10.888 16.579 13.164
3F2N [22] 10.589 16.254 12.628
SNE [12] 10.316 15.431 12.669

SNE+ (Ours) 10.205 15.136 12.373

3F2N [22] and SNE [12]. The quantitative results are pre-
sented in Table I, where it can be seen that our SNE+
outperforms all other approaches on both the DIODE [15]
and ScanNet [16] datasets. Examples of the qualitative results
are shown in Fig. 2, where it can be observed that our SNE+
performs better near object boundaries. This is due to the
ability of our proposed parameterization method to greatly
minimize the effects caused by ambiguities.

C. Evaluations for Freespace Detection

Since the whole framework shown in Fig. 1 has five
network levels, we can use the proposed model pruning
approach to generate networks with different network depths.
Considering the trade-off between accuracy and efficiency,
we use the network with three levels in the rest of our
experiments, and hereafter refer to it as RoadSeg+. Since we
demonstrated in [12] that using surface normal information
can effectively improve the freespace detection performance,
we now focus on verifying the superiorities of 1) our SNE+
over SNE [12], and 2) our RoadSeg+ over SOTA DCNNs for
freespace detection. Specifically, each single-modal DCNN
takes depth images as input, and each data-fusion DCNN

TABLE II: Results on the KITTI road benchmark [17], where
the best results are shown in bold type.

Approach MaxF (%) AP (%) Runtime (s)

RBNet [34] 94.97 91.49 0.18
LC-CRF [35] 95.68 88.34 0.18
LidCamNet [36] 96.03 93.93 0.15
SNE-RoadSeg [12] 96.75 94.07 0.10
PLARD [8] 97.03 94.03 0.16

SNE-RoadSeg+ (Ours) 97.50 93.98 0.08

takes RGB and depth images as input. In addition, each
DCNN is evaluated with SNE [12] embedded and with our
SNE+ embedded, respectively. The corresponding quantita-
tive results are presented in Fig. 3. It is observed that the
DCNNs with our SNE+ embedded outperform themselves
with SNE [12] embedded. Moreover, our RoadSeg+ with
our SNE+ embedded performs better than all other DCNNs,
with an IoU increment of around 1–11%. Qualitative results
are provided in the supplement. All these results strongly
prove the effectiveness of the proposed framework, which
we refer to as SNE-RoadSeg+. We next submit its results to
the KITTI road benchmark [17], as presented in Section V-D.

D. Performance on the KITTI Road Benchmark

Table II presents the KITTI road benchmark [17] results,
where our SNE-RoadSeg+ achieves the state-of-the-art per-
formance with a real-time inference speed. Excitingly, our
SNE-RoadSeg+ outperforms all other freespace detection
approaches in terms of both accuracy and efficiency. Fig. 4
illustrates an example of the testing images on the bench-
mark, where we can observe that our SNE-RoadSeg+ can
present more accurate freespace detection estimations. By
accelerating the proposed SNE-RoadSeg+ with TensorRT, it
can run in real time on resource-limited embedded computing
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Fig. 4: An example of the testing images on the KITTI
road benchmark [17]: (a) RBNet [34]; (b) LC-CRF [35]; (c)
LidCamNet [36]; (d) SNE-RoadSeg [12]; (e) PLARD [8];
and (f) our SNE-RoadSeg+. Green, blue and red pixels
correspond to the true positives, false positives and false
negatives, respectively. Significantly improved regions are
marked with orange dashed boxes.

platforms. Therefore, SNE-RoadSeg+ is more capable than
SNE-RoadSeg for practical autonomous driving applications.

VI. CONCLUSION

In this paper, we proposed SNE-RoadSeg+, an effective
and efficient approach for freespace detection. Our SNE-
RoadSeg+ consists of 1) SNE+, a lightweight module for
accurate surface normal estimation, and 2) RoadSeg+, a data-
fusion DCNN that can achieve a great trade-off between
accuracy and efficiency with the use of deep supervision.
Extensive experimental results demonstrated 1) the effective-
ness of our SNE+ for surface normal estimation, and 2) the
superior performance of our SNE-RoadSeg+ over all other
SOTA freespace detection approaches. Specifically, our SNE-
RoadSeg+ achieves the state-of-the-art performance on the
KITTI road benchmark, with a real-time inference speed.
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Fig. 5: Examples of the freespace detection results on the R2D road dataset [12]: (a) SegNet [24]; (b) U-Net [25]; (c)
DeepLabv3+ [26]; (d) DenseASPP [27]; (e) GSCNN [28]; (f) FuseNet [29]; (g) Depth-aware CNN [30]; (h) RTFNet [31];
(i) RoadSeg [12]; (j) our RoadSeg+; (1) DCNNs with SNE [12] embedded; and (2) DCNNs with our SNE+ embedded.

SUPPLEMENT

We provide some examples of the freespace detection
results in Fig. 5, where it is evident that our RoadSeg+ with
our SNE+ embedded can produce more robust and accurate
freespace detection results.

In basic pinhole camera models, an observed 3D point q =
(x; y; z) can be transformed to a 2D image pixel m = (u; v)
using m = Kq/z. The local planar surface S of q satisfies:
nq + d = 0, where n = (nx;ny;nz) is the surface normal
of q and d is the distance between q and S. Combining the
aforementioned two equations results in:

1/z = −
(

(u−uo) ·nx/fx + (v− vo) ·ny/fy +nz

)
/d, (8)

where mo = (uo; vo) is the image principal point; and fx
and fy are the camera focal lengths in pixels. Differentiating
(8) with respect to u and v obtains:

nx = −dfx
∂1/z

∂u
, ny = −dfy

∂1/z

∂v
. (9)

Given an arbitrary 3D point pi ∈ P adjacent to q, we can
obtain an nzi as follows [12]:

nzi =
d

∆zi

(
fx∆xi

∂1/z

∂u
+ fy∆yi

∂1/z

∂v

)
, (10)

where ri = pi−q = (∆xi; ∆yi; ∆zi). As (9) and (10) have
a common factor of −d, the expression of ni (the surface
normal produced by qi and p) is simplified as follows:

nij =

(
fx
∂1/z

∂u
; fy

∂1/z

∂v
;−

fx∆xi
∂1/z
∂u + fy∆yi

∂1/z
∂v

∆zi

)
.

(11)
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