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Correspondence Matching and Time Delay
Estimation for Hand-eye Calibration

Jin Wu , Member, IEEE, Ming Liu , Senior Member, IEEE, Chengxi Zhang and Zebo Zhou

Abstract—For visually aided industrial robots, the transforma-
tion between the mounted visual information system and the end-
effector must be calibrated prior to the practical use. However,
during the data acquisition stage, measurement uncertainties will
lead to inevitable mismatched data. This paper proposes a novel
correspondence matching method for the hand-eye calibration
system of the type AX = XB. The correspondence matching
refers to the problem of finding out the well-matched A and
B and the relative time delay between them, from a series of
measurements. A neat Lie algebra formulation has been obtained
to cast the original problem into a high-dimensional point-cloud
registration problem. This solution allows for the simultaneous
solution of the hand-eye calibration, correspondence matching
and time-delay estimation as well as the uncertainty descrip-
tion of the obtained results. Synthetic simulations verify the
correctness of the proposed method. Experimental studies have
also confirmed its practical feasibility on an automatic welding
platform.

Index Terms—Hand-eye Calibration, Correspondence Match-
ing, Welding Robot, Pose Estimation, Iterative Closest Point

I. INTRODUCTION

HAND-EYE calibration techniques have been first re-
ported in the late 1980s by Shiu et al. [1] and Tsai

[2]. The problem considered in the hand-eye calibration is to
compute the transformation between the camera and the robot
gripper so that measurements from the two parts can be unified
to a common standard frame [3]. One breakthrough that early
endeavors achieved is that the hand-eye calibration problem
can be described precisely with the mathematical formulation
of AX = XB with A,B the known homogeneous transfor-
mations in two different frames respectively, and X being the
unknown transformation as the task of the hand-eye calibra-
tion. Therefore, many further studies focus on more efficient
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solution of such type of equation [4]. It has been found out
that the problem AX = XB can be decomposed into sub-
systems containing rotation and translation respectively [5].
Thus a natural solution exists that the rotation and translation
can be solved separately. This has been achieved by Shiu et al.,
Park et al. and etc. However, according to the nature that the
rotation and translation may be coupled nonlinearly together
in the equation AX = XB, the above derived solutions
are not optimal. Then simultaneous solving methods have
been introduced which include analytical algorithms [6] and
numerical iterative solutions like Branch-and-Bound (BnB)
[7].

For the hand-eye calibration problem AX = XB, one
must first acquire measurements from different equipments to
form the series of A and B. In practice, due to measurement
uncertainties, each pair of the A and B will not always be
well matched. In early reports, Tsai et al. have considered such
issue in practical calibration tasks [2]. It is obtained that the
mismatching due to the asynchronization and data outliers may
induce severely bad calibration results. Tsai et al. concluded
that some measurement techniques must be performed to
enhance the calibration accuracy. However, some of Tsai’s
suggestions are not fully practical for all hand-eye calibration
tasks. This lead to the study of the correspondence-free hand-
eye calibration that incorporates the measurement uncertainty
in a probabilistic formulation [8]. What needs to be pointed out
is that such outlier-robust approach can not fully eliminate the
data mismatching. Rather, they highly depend on the certain
distribution of the measurements while finding a completely
proper distribution will be another hard problem [9]. The
BnB method [7] considers the inter-camera correspondence
matching (i.e. from A or B) by including epipolar constraints
into the optimization. The correspondence matching problem
presented in this paper refers to selecting the most appropriate
match betweenA andB. This problem has been recently stud-
ied by Furrer et al. who effectively exploit the correspondence
matching and time-delay estimation by means of the random
sample consensus (RANSAC) and the maximum likelihood
estimation (MLE) [10]. However, the RANSAC method may
not be very accurate since it requires a precise initial guess for
the convergent performance. The accuracy of the refinement
step in [10] is also highly determined by the quality of the
initial guess. It also follows an assumption that the time delay
is a constant, which may vary according to different sensor
connections and sampling methods.

Another challenge for the correspondence matching and
time delay estimation is the computational burden. As hand-
eye calibration is non-convex in principle, various solutions
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are time-consuming and thus making them much more com-
putationally inefficient in the RANSAC-based matching. For
instance, in practice, the stochastic rotation searching [11]
takes about 14 seconds on a typical personal laptop while
the alternative linear programming (ALP) can consume up
to 130 ∼ 190 seconds in the real experiments [12]. Then
relying on such time bases, the RANSAC has to be com-
puted iteratively for many loops until it converges, which
leads to quite uncontrollable computational efficiency in the
engineering applications. To overcome this common drawback,
one must find a new mathematical tool to better describe the
relationship between the measurements.

The proposed method described in this paper is based on our
recent contribution [4] which solves the hand-eye calibration
problem with rotation and translation simultaneously with the
framework of 4D procrustes analysis (4DPA). The aim of
the current paper is to give a simple and globally convergent
framework for correspondence matching. The major innova-
tions and contributions of the proposed work are:

1) The Lie algebra is invoked for parameterization of the
problem. A new point-cloud registration framework is
then obtained, which could be further refined by the
iterative closest point (ICP) [13].

2) The correspondence matching will conduct outlier de-
tection and removal automatically and thus enhance the
hand-eye calibration accuracy.

3) The designed scheme considers the rotation and transla-
tion simultaneously so there will not be loss of accuracy
from the aspect of the rotation-translation coupling.

4) The time-delay estimation can then be flexibly integrated
with the correspondence matching in a simultaneous
manner. By virtue of the employed ICP framework, it
is able for us to obtain the uncertainty descriptions of the
obtained hand-eye calibration results. A visual welding
robotic platform is utilized for the validation of the
effectiveness of the proposed approach.

The remainder of this paper is organized as follows: Sec-
tion II introduces our novel method and related derivations.
Synthetic simulations and related experimental results using
the visual welding robot have been reported in the Section III.
This paper ends with the concluding remarks and discussion
of future works, which will be presented in Section IV.

II. PROPOSED ALGORITHM

A. Correspondence Matching

The hand-eye calibration problem involved in this paper can
be expressed as follows

arg min
X∈O

L =

N∑
i=1

‖AiX −XBi‖2 (1)

where {Ai,Bi} for i = 1, 2, · · · , N are series of pose
measurements and X is the transformation to be estimated
which belongs to a certain manifold O. In existing studies, O
can be the special orthogonal group SO(3) and the special
Euclidean group SE(3). Our recent study shows that when
X ∈ SE(3), the problem can be cast into an equivalent

one on the special orthogonal group SO(4) [4]. As SO(3)
and SO(4) are certain subsets of the Lie group, this paper
solves the correspondence matching ofAi andBi on a general
special orthogonal group SO(n) such that the constraints
X>X = I,det(X) = 1 will be met. The correspondence
matching problem can be described mathematically via

arg min
X∈SO(n)

N∑
i=1

 ∑
Aj∈Ai,Bk∈Bi

‖AjX −XBk‖2
 (2)

where Ai,Bi are subsets of the neighborhood measurements
around Ai and Bi, with the size of M . The optimization
is based on [14] that extends the hand-eye calibration to a
more complex optimization. Unfortunately, according to the
nonlinearity ofA,B andX , the above problem is non-convex.
The challenge remaining to us is to seek an approach that
turns (2) into a globally solvable problem. For any rotation
matrix X on SO(n), there is always a n(n−1)

2 × 1 vector x
corresponds to it such that exp(x×) = X which is called the
exponential mapping. The x× denotes a mapping from the
n(n−1)

2 × 1 vector to the n× n rotation matrix which can be
found in [15]. The wedge operation denotes an inverse from
x× to x so that x∧× = x. x is also called the Lie algebra of
the rotation matrix X . The inverse of the exponential mapping
is the logarithmic mapping such that

log [exp(x×)] = x× (3)

According to the existing results, when X ∈ SO(3), the
following identities hold

αi = Xβi (4)

for the noise-free case, where αi = [logAi]
∧ and βi =

[logBi]
∧. Park et al. then formulates the estimation of X

into the point-cloud registration such that [5]

arg min
X∈SO(3)

N∑
i=1

‖αi −Xβi‖2 (5)

whose closed-form solution is presented in [16]. However,
when X is on SO(n), there will be no such a relation in
(4). The reason is that the sizes of the αi,βi and X are not
consistent. From the equality of hand-eye calibration, it has
been obtained that

logAi = logXBiX
> (6)

which implies that logAi and logBi should have the same
norm as X plays a norm-preserving role, according to the Lie
theory [5]. Thus, it is able to rewrite the hand-eye equality
into

αi = Gβi (7)

where G is an orthonormal matrix but not properly on SO(n),
which follows only that G>G = I . The matrix G is in the
quadratic form of the elements of X and can be evaluated
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G =


x34x43 − x33x44 x32x44 − x34x42 x34x41 − x31x44 x33x42 − x32x43 x31x43 − x33x41 x32x41 − x31x42

x23x44 − x24x43 x24x42 − x22x44 x21x44 − x24x41 x22x43 − x23x42 x23x41 − x21x43 x21x42 − x22x41

x14x43 − x13x44 x12x44 − x14x42 x14x41 − x11x44 x13x42 − x12x43 x11x43 − x13x41 x12x41 − x11x42

x24x33 − x23x34 x22x34 − x24x32 x24x31 − x21x34 x23x32 − x22x33 x21x33 − x23x31 x22x31 − x21x32

x13x34 − x14x33 x14x32 − x12x34 x11x34 − x14x31 x12x33 − x13x32 x13x31 − x11x33 x11x32 − x12x31

x14x23 − x13x24 x12x24 − x14x22 x14x21 − x11x24 x13x22 − x12x23 x11x23 − x13x21 x12x21 − x11x22


(9)

with various symbolic computation engines like MATLAB and
Mathematica. For instance, if X ∈ SO(3), we have

G = x23x32 − x22x33 x21x33 − x23x31 x22x31 − x21x32

x12x33 − x13x32 x13x31 − x11x33 x11x32 − x12x31

x13x22 − x12x23 x11x23 − x13x21 x12x21 − x11x22


(8)

where xij denotes the entry of X in the i-th row and j-
th column. The expression of G for that X ∈ SO(4) is
(9). Here, using symbolic engine, one can verify G = −X
and det(G) = −1. For the case of X ∈ SO(4), we have
det(G) = 1.

When det(G) = −1, one has det(−G) = 1 for
mod (n, 2) = 0, det(−G) = −1 for mod (n, 2) = 1
and (−G)>(−G) = I i.e. −G ∈ SO(n). Denoting Y =
det(G)G ∈ SO(n) yeilds

[det(G)]αi = Y βi (10)

Then (2) can be cast into

arg min
Y ∈SO(n)

N∑
i=1

 ∑
Aj∈Ai,Bk∈Bi

‖[det(G)]αj − Y βk‖2
 (11)

where det(G) is the predetermined sign of G using the
symbolic engine. The optimization in (11) actually takes the
form of the ICP that has received extensive research attention
during the past 30 years. Although (11) is still non-convex, the
globally optimal solutions have been recently reported, such as
the Go-ICP [17]. Alternatively, (11) can also be solved via the
semidefinite programming [14]. Therefore such a solution in
(11) is much more accurate, robust and controllable than that
in (2). Note that (11) is in the form of ICP so the uncertainty
description (covariance matrix) of Y can be obtained using
the inverse of the Hessian, i.e., an approximation of the Fisher
information matrix.

B. Solving X from Y

Note that the correspondence matching problem is shifted
to compute Y rather than X . That is to say X does not need
to be computed. However as there is an one-to-one quadratic
mapping from Y to X , solving X from Y belongs to the
quadratic polynomial optimization, which is quite simple in
engineering practice. Therefore, the presented approach not
only solves the correspondence matching problem, but also
gives a novel quadratic optimization approach to the hand-
eye calibration, which can be conveniently solved via com-
mon methods like gradient descent and Levenberg-Marquardt
algorithm (LMA) [18]. However, iterative methods may be
not so computationally efficient in practice and may suffer
from local optimum. In the following contents, an efficient
analytical method is derived.

Solving X from Y can be shifted into solving X from G.
Given a known matrix G, the shown structures in (8) and (9)
indicate that each element of G is in the quadratic form of
X . Denoting x = vec(X), we have

g = vec(G) = Jx (14)

where g is the vectorization of G and J represents a matrix
in the linear form of elements of x. In particular, J denotes
a matrix proportional to the Jacobian of g with respect to x.
Thus, J can be called as the pseudo Jacobian for the sake of
convenience. The gradient descent algorithm then looks like

xp = xp−1 − γp
J> (Jxp−1 − g)

‖J> (Jxp−1 − g)‖
(15)

where p denotes the iteration index and γp is a positive gain
(step length) for converging search. For X ∈ SO(3), the
pseudo Jacobian J is shown in (12), while for J ∈ SO(4),
the expression is given in (13). Note that, the iteration (15)
is locally optimal so a good analytical solution gives perfect
initial guess, which has been discussed in [4].

J =



0 0 0 0 −x33 x23 0 x32 −x22

0 0 0 x33 0 −x13 −x32 0 x12

0 0 0 −x23 x13 0 x22 −x12 0
0 x33 −x23 0 0 0 0 −x31 x21

−x33 0 x13 0 0 0 x31 0 −x11

x23 −x13 0 0 0 0 −x21 x11 0
0 −x32 x22 0 x31 −x21 0 0 0
x32 0 −x12 −x31 0 x11 0 0 0
−x22 x12 0 x21 −x11 0 0 0 0


(12)
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J =



0 0 0 0 0 0 0 0 0 0 −x44 x34 0 0 x43 −x33

0 0 0 0 0 0 0 0 0 x44 0 −x24 0 −x43 0 x23

0 0 0 0 0 0 0 0 −x44 0 0 x14 x43 0 0 −x13

0 0 0 0 0 0 0 0 0 −x34 x24 0 0 x33 −x23 0
0 0 0 0 0 0 0 0 x34 0 −x14 0 −x33 0 x13 0
0 0 0 0 0 0 0 0 −x24 x14 0 0 x23 −x13 0 0
0 0 0 0 0 0 x44 −x34 0 0 0 0 0 0 −x42 x32

0 0 0 0 0 −x44 0 x24 0 0 0 0 0 x42 0 −x22

0 0 0 0 x44 0 0 −x14 0 0 0 0 −x42 0 0 x12

0 0 0 0 0 x34 −x24 0 0 0 0 0 0 −x32 x22 0
0 0 0 0 −x34 0 x14 0 0 0 0 0 x32 0 −x12 0
0 0 0 0 x24 −x14 0 0 0 0 0 0 −x22 x12 0 0
0 0 −x44 x34 0 0 0 0 0 0 0 0 0 0 x41 −x31

0 x44 0 −x24 0 0 0 0 0 0 0 0 0 −x41 0 x21

−x44 0 0 x14 0 0 0 0 0 0 0 0 x41 0 0 −x11

0 −x34 x24 0 0 0 0 0 0 0 0 0 0 x31 −x21 0
x34 0 −x14 0 0 0 0 0 0 0 0 0 −x31 0 x11 0
−x24 x14 0 0 0 0 0 0 0 0 0 0 x21 −x11 0 0
0 0 0 0 0 0 −x43 x33 0 0 x42 −x32 0 0 0 0
0 0 0 0 0 x43 0 −x23 0 −x42 0 x22 0 0 0 0
0 0 0 0 −x43 0 0 x13 x42 0 0 −x12 0 0 0 0
0 0 0 0 0 −x33 x23 0 0 x32 −x22 0 0 0 0 0
0 0 0 0 x33 0 −x13 0 −x32 0 x12 0 0 0 0 0
0 0 0 0 −x23 x13 0 0 x22 −x12 0 0 0 0 0 0
0 0 x43 −x33 0 0 0 0 0 0 −x41 x31 0 0 0 0
0 −x43 0 x23 0 0 0 0 0 x41 0 −x21 0 0 0 0
x43 0 0 −x13 0 0 0 0 −x41 0 0 x11 0 0 0 0
0 x33 −x23 0 0 0 0 0 0 −x31 x21 0 0 0 0 0

−x33 0 x13 0 0 0 0 0 x31 0 −x11 0 0 0 0 0
x23 −x13 0 0 0 0 0 0 −x21 x11 0 0 0 0 0 0
0 0 −x42 x32 0 0 x41 −x31 0 0 0 0 0 0 0 0
0 x42 0 −x22 0 −x41 0 x21 0 0 0 0 0 0 0 0

−x42 0 0 x12 x41 0 0 −x11 0 0 0 0 0 0 0 0
0 −x32 x22 0 0 x31 −x21 0 0 0 0 0 0 0 0 0
x32 0 −x12 0 −x31 0 x11 0 0 0 0 0 0 0 0 0
−x22 x12 0 0 x21 −x11 0 0 0 0 0 0 0 0 0 0


(13)

C. Time-Delay Estimation

The transformations Ai and Bi are sampled in time series
so the the sequential data indicates the motion of the camera
or the gripper. Although Ai and Bi all own the same sampling
index i, the actual timestamps may be very unsynchronized.
The time-delay estimation is to determine how much Ai has
lagged or leaded Bi in the timeline. Due to the continuous
motion of the gripper and camera, it is able for us to restore
the motion trajectory by the B-spline on Lie group [19].
Then we can reconstruct intense neighborhoods of Ai and
Bi by the motion prediction or smoothing. The sizes of such
neighborhoods are decided by the value of the time-delay. For
engineering purposes, we can choose a relative big value and
a small step length to construct the neighborhoods. Note that,
with more points, the ICP computes more slowly and the step
length can not be too tiny that generates too much points.
Therefore, the time delay τ also participates in the final form
of ICP, whose refined expression is

arg min
Y ∈SO(n)

N∑
i=1

 ∑
Aj∈Ai(Γ,l),Bk∈Bi

‖[det(G)]αj − Y βk‖2

(16)

where Ai(Γ, l) is the reconstructed neighborhoods of Ai for
optimal searching with step length l and time uncertainty
span of Γ. Here Bi is fixed to determine the relative time
delay τ and Ai can also be fixed in the same manner. The
developed algorithm reconstructs two point clouds with points
in Ai(τ, l) and Bi. The time delay is estimated by τ = ∆tj,k
which denotes the time span between the indices j and k.
Then the ICP will estimate the rigid transformation until
the loss function in (16) converges. The practice that takes
the time delay into the account for the temporal calibration
between inertial measurement unit (IMU) and camera has been
validated by Kelly et al. [20]. Therefore, (16) can be used for
convergent time delay estimation. Also, there is no constraint
that τ should be constant, so the developed method is more
applicable to real devices with heterogeneous measurement
and transmission uncertainties.

III. EXPERIMENTAL RESULTS

The symbolic derivation and numerical evaluation of the
proposed method in this paper, have been made open-source
on https://github.com/zarathustr/hand eye corr. We herein
introduce the synthetic simulations and real experiments to
illustrate the superiority of the proposed scheme.
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Fig. 1: The synthetic experiment setup.

A. Synthetic Simulations

Fig. 2: A sample captured image from the fisheye camera.

In this sub-section, we conduct two synthetic simulations
using the scene setup in Fig. 1. There are various simulated
objects like the 3-D rabbit model from Stanford [21], a
rainbow box and two boxes with Quick Response (QR) code
and checkerboard textures. A Motoman ES-165D 3-D model
has been invoked for simulation of the robotic manipulator.
The fisheye camera of the resolution 1920×1080 is connected

to the end-effector, which is shown in dark red in Fig. 1,
with the equidistant field-of-view (FOV) of 120◦. A motion
planning method for visually guided robots has been employed
to generate the continuous motion of the robotic manipulator
[22]. The ideal extrinsic parameter between the camera and
the end-effector is given by the following homogeneous trans-
formation in SE(3)

Ttrue =

(
Rtrue ttrue

0 1

)
(17)

where

Rtrue =

 0.98894 0.14595 0.02623
−0.14712 0.98786 0.04987
−0.01863 −0.05317 0.99841


ttrue = (0.27950, 1.81155,−0.19203)

>
(dm)

(18)

The sample of captured image using the fisheye camera is
shown in Fig. 2. The image distortion has been corrected using
the offline calibration via [23]. To obtain measurements of
the type AX = XB, the relative transformations have to
be computed [24]. The relative transformations of the robotic
end-effector is computed using the readings from the simulated
angle encoders. We use the epipolar geometry to compute the
relative pose between two camera frames [25]. Fig. 3 shows
the corrected images and the matched features in the camera
frames. Note that, here the speeded-up robust features (SURF)
has been employed for the feature extraction [26].
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Fig. 3: The undistorted images and the matched features.

The SE(3) poses are converted to the hand-eye rotations
on SO(4) via the mapping F [4]

T =

(
R t
0 1

)
F←→
F−1

X =

(
R εt

−εtTR 1

)
(19)

where R ∈ SO(3) is the rotation while t ∈ R3 denotes
the translation vector; ε denotes a scaling factor that couples
3-D rotation and translation into an SO(4) rotation matrix.
Orthonormalizing X in (19) produces the hand-eye problem
AX = XB on SO(4) [27]. Two categories of simulations
are conducted, they are:

1) The first simulation consists of a constant time delay of
0.3s for camera with respect to the robotic manipulator.

2) The second simulation considers time-varying time de-
lays.

We set Γ to 0.9s indicating a large searching bound of the
time delay. For the first experiment, 6203 camera poses are
captured for hand-eye calibration. We first use the analytical
solution in [4] and then refine it using the proposed method
in this paper. In Fig. 4, mean root loss function values of
(1) where O = SE(3) are shown. There are two indepen-
dent processes involved: one contains only correspondence
matching while another also owns time delay estimation. The
convergence rates of the ICP indicate that the two processes
are convergent. The BnB method [7] and the 4DPA method [4]
are invoked for comparison with the proposed method. Both
BnB and 4DPA do not consider the time delay, the estimated
extrinsic parameters are

RBnB =

 0.91112 0.12094 0.39399
−0.10401 0.99251 −0.06414
−0.39880 0.01746 0.91688


tBnB = (−0.04893, 2.59782, 0.44775)

>
(dm)

R4DPA =

 0.90824 −0.28481 0.30658
0.36727 0.89367 −0.25781
−0.20056 0.34675 0.91627


t4DPA = (−0.15772, 1.06920,−0.68103)

>
(dm)

(20)

They all contain large rotation and translation errors with
respect to the true values. The proposed method with cor-
respondence matching and time delay estimation owns the
following estimate

Rproposed =

 0.98684 0.14595 0.06956
−0.14939 0.98766 0.04712
−0.06182 −0.05689 0.99646


tproposed = (0.20721, 1.75934,−0.18335)

>
(dm)

(21)

which is very close to the true values in (17). The process in

Fig. 4: Convergence of the ICP for correspondence matching
and time-delay estimation.

Fig. 5: Estimated time delays.

the presence of time delay estimation is more accurate than the
one with correspondence matching only. It is also noticed that,
time delay estimation also consumes a few more iterations to
converge to the optimum. The settled true value of the time
delay along with the estimates from [10] and the proposed
method are shown in the left sub-figure of Fig. 5. The second
experiment presents 12041 camera poses and the ideal time
delay has been generated via the true values in the right sub-
figure of Fig. 5 where step impulse and trapezoidal varying
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delays are presented. The method [10] can only estimate the
constant time delay and for our algorithm, the computed time
delay is varying but also fits the ideal constant time delay.
The method [10] can not handle time-varying time delay
estimation. The proposed method, however, gives perfect time
delay estimation, compared with the true values. The two
synthetic experiments indicate that proposed method is correct,
convergent and more efficient than the previous representative
in the presence of time-varying delays.

Fig. 6: The visual welding robotic platform.

TABLE II: Specifications of the robotic manipulator

Product Name AUBO i5+
Degree of Freedom 6

Payload Mass 5kg
Positioning Accuracy ±0.05mm

Maximum End-effector Velocity 2.8m/s
Transmission Protocol CAN Bus

Limits of Joints ±175◦

Maximum Velocity of Joints 150◦/s
Data Output Frequency 100Hz

Operating System Ubuntu Linux 16.04

B. Real Experiment

A visual welding robotic device is employed to conduct
the in-run hand-eye calibration. The welding head is firmly

Fig. 7: Details of the employed visual welding head.

attached to a camera that gazes at the circuit board for visual
welding (See Fig. 6). The specifications of the adopted robotic
manipulator are listed in Table II. The camera estimates the
pose relative to the circuit board by reconstructing the pose
between the 3D point cloud from circuit 3D design file and
the observed 2D feature points in the camera frame, using the
efficient perspective-n-point (EPnP) method [28]. The camera
captures the image at 30fps with the resolution of 1280× 720
and the feature extraction is conducted by the binary robust
invariant scalable keypoints (BRISK) [29] for fast computation
speed. Fig. 7 shows another perspective of the relationship
between the employed camera and welding head. The pose of
the welding head is the end-effector and its pose relative to
the base of the robotic arm has been given by accumulating
transformations of each joint involved. The data streams of
the camera and the welding head are transmitted separately
via two wires and the correspondence matching and the time
delay estimation are required. The experiment is conducted
by generating welding trajectory via the welding software
to accomplish an automatic welding task. The poses of the
camera and robotic manipulator are shown in Fig. 8. The
circuit board is firmly mounted on the table allowing for stable
feature extraction. The globally optimal Go-ICP [17] is used
for correspondence matching via (16). The higher dimensional
ICP problem is divided into several sub-problems of 3D ICP
using the Go-ICP. We set a window size of 200 to store the

TABLE I: Hand-eye Calibration Performances of the Visual Welding Task

Window Size BnB [7]
(Inter-Camera Correspondence)

4DPA [4]
(No Correspondence)

Furrer et al. [10]
(Correspondence/Constant Delay)

Proposed
(Correspondence/Varying Delay)

Error Time (s) Error Time (s) Error Time (s) Error Time (s)
50 2.3066× 10−02 7.8293× 10−01 2.6870× 10−02 6.5401× 10−03 2.2352× 10−02 9.8206× 10−01 1.9297× 10−02 3.5712× 10−01

100 2.0146× 10−02 9.2361× 10−01 2.2909× 10−02 7.1221× 10−03 1.9754× 10−02 2.8982× 10−00 1.6358× 10−02 4.7934× 10−01

150 1.8876× 10−02 1.0788× 10+00 1.9861× 10−02 7.9034× 10−03 1.7411× 10−02 6.7310× 10−00 1.5277× 10−02 5.8120× 10−01

200 1.6453× 10−02 1.3654× 10+00 1.8673× 10−02 8.5417× 10−03 1.5288× 10−02 1.2845× 10+01 1.2769× 10−02 6.7905× 10−01

250 1.4032× 10−02 1.8871× 10+00 1.6634× 10−02 9.4708× 10−03 1.2960× 10−02 1.9472× 10+01 9.9761× 10−03 7.6633× 10−01

300 1.0913× 10−02 2.7074× 10+00 1.3965× 10−02 1.0633× 10−02 1.0012× 10−02 2.3012× 10+01 8.7654× 10−03 8.9145× 10−01

350 9.1623× 10−03 3.6853× 10+00 1.1603× 10−02 1.2354× 10−02 8.7203× 10−03 3.1094× 10+01 7.4410× 10−03 9.6781× 10−01

400 7.7726× 10−03 4.9337× 10+00 9.4578× 10−03 1.6785× 10−02 7.1138× 10−03 3.6835× 10+01 6.8982× 10−03 1.0466× 10+00
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Fig. 8: The poses of camera and the robotic manipulator during the experiment.

most recent poses for real-time hand-eye calibration.
In the next experimental part, the BnB approach [7] and

our recent 4DPA method [4] are compared with the proposed
method. In the BnB, the correspondence matching is achieved
iteratively with epipolar constraints. Different window sizes
are set to evaluate the performances of various algorithms.
All the methods are implemented using the C++ programming
language for fairness. Also, all the algorithms are simplified to
the best of our knowledge. A real-time Linux-based industrial
computer has been used for data sampling which ensures the
efficiency of data transmission. The gathered statistics are
shown in Table I. The error is defined as the mean sum error
in (1) where O = SE(3). It is shown that using the proposed
method, the hand-eye calibration error has been reduced.
The proposed method can be considered as the improvement
to the 4DPA method [4]. With growing window sizes, the
measurement quantities increase as well, which results in
better hand-eye calibration accuracy. However, with more
measurements, the BnB will also need more constraints for
the global solution. Thus the computation will cost much more
time on the balancing between minimizing the objective and
satisfying the conditions. Among all the compared algorithms,
the 4DPA consumes the least computation time but obtains
the worst calibration accuracy. Since 4DPA does not own
correspondence matching, there are some mismatched corre-
spondences. This problem is then fixed using the proposed
method in this paper, which takes less time than the BnB to
converge. As the SO(4) parameterization in 4DPA has been
shown to be efficient and accurate [4], the proposed method
further improves the accuracy by removing the outliers. Due
to the nature of the Lie algebra employed in the previous
derivations, the proposed method can maintain the shape of
the special orthogonal group SO(n) and thus achieves smaller
errors than BnB. The mean reprojection errors of all directions
in the camera world frame (unit: mm) are computed using the
results from various representatives are summarized in Table
III. We can also observe that the reprojection error of the
proposed method is less than the others, which verifies the
effectiveness of the developed scheme.

TABLE III: The Reprojection Errors Derived from Calibration
Results

Algorithm Reprojection Error (mm)

BnB [7] 0.36722
4DPA [4] 0.58293

Furrer et al. [10] 0.28119
Proposed 0.085257

C. Discussion

From the simulation results, we can see that the corre-
spondence and time delay are vital to the final accuracy of
the hand-eye calibration. The proposed method is capable of
estimating best correspondences and varying time delay in a
simultaneous manner. The fitness of the derived solution from
proposed method with ground truth in the simulation study
shows that the correspondence matching is successful and the
time delay is accurately estimated. In the experimental study
of the hand-eye calibration of a visual welding robot, we show
that the mismatched correspondences and time delay actually
take place in the asynchronous data transmission. It is worthy
mentioning that for any real scene, one can hardly give the
ground truth of the hand-eye parameter X . Therefore the only
two fair approaches for comparison would be:

1) The loss function values of the summation of hand-eye
residuals shown in (1).

2) The reprojection error in the camera world frame (ex-
pressed in mean distance error).

Note that these two indices are invoked for comparative
evaluation of the experimental study while the proposed
method owns satisfactory accuracy. It is also shown that due
to extensive matching, the proposed method costs more time
than ad-hoc correspondence-free ones like 4DPA [4].

IV. CONCLUSIONS

A novel correspondence matching and time delay estimation
algorithm for the hand-eye calibration has been proposed.
Throughout Lie algebra and symbolic computation, a new
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point-cloud registration framework is obtained. By virtue of
the derived registration, it is convenient for us to convert the
original hard non-convex problem into an ICP-based problem,
which can then be solved via globally optimal ICP. The exper-
imentations have validated the superiority of the accuracy and
computational performances of the proposed method against
recent representatives.
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