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A Hierarchical Auction-Based Mechanism
for Real-Time Resource Allocation

in Cloud Robotic Systems
Lujia Wang, Ming Liu, Member, IEEE, and Max Q.-H. Meng, Fellow, IEEE

Abstract—Cloud computing enables users to share computing
resources on-demand. The cloud computing framework cannot
be directly mapped to cloud robotic systems with ad hoc net-
works since cloud robotic systems have additional constraints
such as limited bandwidth and dynamic structure. However,
most multirobotic applications with cooperative control adopt
this decentralized approach to avoid a single point of failure.
Robots need to continuously update intensive data to execute
tasks in a coordinated manner, which implies real-time require-
ments. Thus, a resource allocation strategy is required, especially
in such resource-constrained environments. This paper proposes
a hierarchical auction-based mechanism, namely link quality
matrix (LQM) auction, which is suitable for ad hoc networks
by introducing a link quality indicator. The proposed algorithm
produces a fast and robust method that is accurate and scalable.
It reduces both global communication and unnecessary repeated
computation. The proposed method is designed for firm real-time
resource retrieval for physical multirobot systems. A joint surveil-
lance scenario empirically validates the proposed mechanism by
assessing several practical metrics. The results show that the pro-
posed LQM auction outperforms state-of-the-art algorithms for
resource allocation.

Index Terms—Cloud robotics, hierarchical auction, real-time
resource allocation.

I. INTRODUCTION

NOWADAYS, mobile robotics provides heterogeneous ser-
vices for humans [1]. Not surprisingly, robotic services

are more complicated than ever before. Despite the diversity of
robotic services, it is impossible to develop a universal robot
that can perform all expected services, especially consider-
ing various constraints, such as power consumption, payload,
sensory, and kinematic constraints. Besides, for traditional
robotic systems, a mobile robot equipped with various sensors
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Fig. 1. Typical architecture of cloud robotic systems.

is usually expensive and power consuming. Instead of using
a universal robot, all primary information can be efficiently
retrieved from online data centers, such as a cloud, benefiting
from the greatly developed network facilities.

A typical cloud robotic system is shown in Fig. 1,
which includes a robot-to-cloud (R2C) network and a
robot-to-robot (R2R) network. In the R2C network, an
Internet-based cloud infrastructure provides a data center
sharing heterogeneous sensor data resources. In the R2R
network, a team of robots communicates via wireless chan-
nels such as local area network (LAN), or mobile ad hoc
networks (MANETs) which are implemented in this paper.

Although the cloud can alleviate the requirements of robotic
tasks on local infrastructures, there are still drawbacks and
challenges to be further addressed. For example, the primary
hold-backs in robotics system are the limited network band-
width and communication range. Ad hoc networks support
the best-effort traffic. Different from traditional MANETs net-
works, cloud robotic networks require real-time responses for
a range of applications, such as rescue tasks in hostile envi-
ronments involving cooperative robot teams. It is because
most of the robotic applications need real-time data transmis-
sion. For example, robotic mapping and localization require
a large bandwidth to transmit the raw sensor measurements,
when the mapping is provided as a centralized service to
the robots. Besides, some applications such as cooperative
control of a robot team have requirement in real-time com-
munication. Assuming the resource is not constrained, most
existing works proposed infrastructures, algorithms in various
applications based on the R2C network. Very few works take
serious consideration of limited access of cloud for robots.
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This paper aims at efficient access and resource retrieval of an
R2C network under the constrained bandwidth. Recently, the
real-time wireless multihop protocol (RT-WMP) [2] has been
proposed on top of IEEE 802.11, which provides firm real-
time (FRT) communication among multiple robots. RT-WMP
is capable of managing the message priority and mobility for
both outdoor and indoor environments. Adopting this protocol,
we propose a hierarchical auction mechanism based on link
quality for real-time resource retrieval in the cloud robotic
system. Specifically, we stress the following contributions in
this paper.

1) A generic hierarchical framework for FRT communi-
cation among multiple robots is proposed for efficient
resource retrieval.

2) A resource allocation mechanism called LQM auction
is proposed for the local optimization of bandwidth
allocation.

3) Simulations and a joint surveillance scenario are used
to evaluate the proposed mechanism in a typical cloud
robotic system.

The remainder of this paper is organized as follows. In
the next section, the related work in the area of resource
allocation mechanisms is reviewed. Section III introduces the
routing protocol RT-WMP implemented in this paper, and its
corresponding ad hoc network topology. In Section IV, the
hierarchical LQM auction mechanism is proposed, and its opti-
mality is proved by theoretical analysis. After that, simulations
and a joint surveillance experiment are presented in Section VI
with analysis and discussion. Some concluding remarks are
given at the end.

II. RELATED WORK

Resource allocation is not a new problem. Many works have
been done on various aspects such as power scheduling [3],
social networked multiagent system [4], multirobot coopera-
tion [5], and wireless sensor network topology control [6].
One popular kind of solutions is the primal-dual method.
Well-known examples include the Hungarian algorithm [7],
which was a combinatorial optimization method that solved
the assignment problem by manipulating a matching bipar-
tite graph. The time complexity is O(n3) after modifications
by effective searching techniques. However, they are diffi-
cult to apply in decentralized structures. Meanwhile, greedy
algorithm [8] mostly is not able to find the global optimal
solution when solving the combinatorial problems. Local opti-
mal is chosen at each iteration in a heuristic manner, which
may yield an approximately global optimal solution within a
reasonable time.

Another important approach is the market-based approach
such as Stackelberg model [9], [10] and bargaining model [11],
which relies on local information and self-preference of agents
to arrive efficient solutions for complex and large-scale prob-
lems. Auction is one of the most effective market-based
solutions to resource allocation problems. The flexibility
of the auction model allows agents to necessarily coop-
erate and compete, to accomplish resource allocation effi-
ciently. Researchers in various areas adopted auction-based

approaches. Duan et al. [12] proposed a set of auction-based
algorithms for the spectrum sharing. Zhang et al. [13] devel-
oped an auction mechanism to select transmission paths in
multihop networks, which optimizes the total costs for data
messages routing from sources to destinations. Apart from
auctions for optimal paths, Kao et al. [14] presented an
auction-based bandwidth allocation algorithm with a multihop
flow coordination mechanism to enhance the various quality
of services.

Besides, auction-based mechanisms are widely applied
in multiagent systems, such as multirobot systems.
Korsah et al. [15] proposed an auction-based multirobot
task allocation method, where tasks were treated as commodi-
ties, which were auctioned to agents, so that the agents can
bid for a particular task regarding their specific requirements.
Many related works have been reported in this direction: e.g.,
auction-based algorithms are proposed for loosely-coupled
tasks like exploration [16] and surveillance [17]. Auction
mechanisms proposed for multirobot task allocation mainly
focus on coordinated robots for completing tasks [18] and the
overall cost minimization of task performance [19]. Bidding
strategies [20] were proposed for various optimization
problems, which were reported in [21].

Regarding auction strategies, multirobot task allocation
algorithms can be classified as sequential single item auc-
tion (SSIA) [20], repeated SSIA (RSSIA) [22] and paral-
lel single item auction (PSIA) [23]. The MURDOCH [24]
algorithm is the first price-oriented single-round SSIA.
Nanjanath and Gini [25] proposed an RSSIA, by which the
robots repeated the auctions till all the tasks are completed.
Zavlanos et al. [26] proposed a parallel auction algorithm for
the use in a distributed auction, in which only local infor-
mation was available. The results revealed that they always
converged to an optimal solution, which maximized the total
benefit using a linear approximation. Simulations were used to
evaluate the effectiveness of auctions among a large number
of agents. It was yet to be seen, however, how well this algo-
rithm can perform under environmental disturbance, as well
as that under the constraints of real-time requirements.

However, most mechanisms mentioned above are validated
among a large number of virtual agents or only via simulations.
Just a few of them had been evaluated on physical systems.
For instance, the first-price SSIA MURDOCH [24] and the
RSSIA TraderBot [22] had implemented experiments in real
life. They focused on the coordination among robot teams with
an assumption that there was no communication competition,
which indicated that each robot can perform an allocated task
by itself. Unlike their work, this paper aims at solving the
resource competition among robots for offering services in
practical cloud robotic systems. Besides, for distributed sys-
tems, hierarchical structures have been extensively studied in
the domains of artificial intelligence [27] and robotics [28].
The reason is that hierarchical methods usually decrease the
undetermined complexity for some NP-hard problems such as
traveling salesman problem [29] and single task, single robot,
task allocation problem [15].

There are few works on the resource allocation in the ad hoc
mobile cloud, as per the state-of-the-art. Malhotra et al. [30]
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outlined the significant challenges in the implementation of
MANET cloud and proposed a “multihop mobile ad hoc
cloud,” by which a cloud was comprised of local resources
in MANETs. Wang et al. [31], [32] proposed a asyn-
chronous cloud robotic architecture combinations of an ad hoc
cloud formed by R2R communications among participating
robots and an infrastructure cloud enabled by machine-to-
cloud (R2C) communications. Kamei et al. [33] examined the
requirements and discussed the key research issues for cloud
robotics in typical services for elderly care tasks.

Although many approaches have been developed for
resource allocation problems, the fundamental problem of
resource allocation in the cloud-based robotic system has not
been fully solved. We presented an incremental auction strat-
egy for both fair and biased cases in resource allocation [4]. In
this paper, we extendedly propose a hierarchical auction-based
algorithm for a real-time distributed network within multirobot
systems.

III. REAL-TIME WIRELESS MULTIHOP

PROTOCOL AND TOPOLOGY

This section introduces the routing protocol that is imple-
mented in this paper and formulates the corresponding network
topology.

A. Overview of RT-WMP

The RT-WMP is a token-based routing protocol that works
with existing IEEE 802.11 b/g/n protocols. It is chosen as
the routing protocol in the ad hoc networks of the experi-
ments because of its robust multihop capability. Additionally,
data flows in the network could be dynamically prioritized,
allowing the user to determine which node is permitted to
transmit.

The notable features of RT-WMP that contributed to its
selection are highlighted as follows.

1) Easy implementation in the user space of a Linux
system.

2) Comparability with existing WiFi equipment.
3) Storage of incoming messages in the transmission queue

of the same priority done in first-in-first-out (FIFO)
order.

4) Ability to fulfill real-time requirements.
The interested reader may refer to [2] and [34] to get more
details on the protocol.

B. Benchmarking of RT-WMP

Tan et al. [34] conducted the benchmarking experiments of
RT-WMP in two different indoor environments: one in an area
with minimal WiFi interference, and the other in an area with
significant WiFi interference. The results show that the con-
gestion in the wireless channel greatly affects the transmission
quality.

C. Ad Hoc Network Topology

The aforementioned protocol RT-WMP is used as the rout-
ing protocol that is on top of the IEEE 802.11, and to manage

Fig. 2. Hierarchical network graph of the proposed robotic multihop
architecture and the corresponding link quality. Nodes in the same layer
(see Section III-C) are drawn in the same color, e.g., v1, v2, and v3 are in
layer l = 1.

the message priority in a cloud robotic system. An example
is shown in Fig. 2. A connected dynamic network graph
G(V, E, t) consists of a set of n nodes V = {v1, v2, . . . , vn},
where each node has a hop number hi, and edges, which indi-
cate the link quality among nodes by E = {e j

i (t)|vi, vj ∈ V}.
The distributed network topology is a hierarchy at time t,
which is determined by the inherent multihop mechanism.

Definition 1 (Layers): In a dynamic network graph G, all
the nodes in set Vl that have the same hops hl to the proxy lie
in the same layer l, where Vl := {vi|hi = l, l ∈ (1, L)}.

Definition 2 (Link Quality Matrix): The link quality matrix
(LQM) of the graph is denoted by an E := [e j

i (t)|vi, vj ∈ V]
at time t. The entry e j

i is the received signal strength between
pairs of nodes. All the nodes update their LQM whenever a
new frame is received. Each e j

i is given by

e j
i = k · Pi · (

dij
)−ι (1)

where k is a system coefficient related to the wavelength of
signal, transmitter, and receiver antenna gains, etc.; Pi is the
transmission power at vi; dij is the distance between vi and vj;
and ι is an attenuation factor of the wireless channel.1

To reach the optimal data transmission in a typical cloud
robotic system, we present a novel resource allocation mech-
anism in the next section.

IV. HIERARCHICAL AUCTION-BASED MECHANISM

FOR RESOURCE ALLOCATION

Using the RT-WMP protocol, a resource retrieval system
without management can easily overload the limited commu-
nication capability [34] in an ad hoc R2R network. Thereafter,
the overload can affect the data retrieval of each robot from
the cloud where the data are stored on all other clients. In this
section, the problem and mechanism of resource allocation for
cloud robotic systems are formulated.

A. Definitions and Assumptions

The related topological breakdown of the proposed algo-
rithm is illustrated in Fig. 3. Several roles of topological nodes
in a multihop network are defined as follows.

1) Proxy: A proxy refers to the node that distributes the
resources in the cloud according to the final results of
auctions.

1For a typical environment in our test, ι = 2.
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Fig. 3. Bidding information propagation in the topology of a typical net-
work that conducts the proposed auction mechanism. Yellow eclipses represent
clients. The green star represents the proxy that connects the data center, which
manages the data retrieval for this local network. The region in the same color
highlights the nodes in the communication range, within which the resource
competition (auction) among clients is conducted (which means the auction
is conducted among client nodes for each colored region).

2) Client: The node that being part of the system, which
potentially has the needs for resources.

3) Relay Node: The clients that help maintain the connec-
tivity of the network.

4) Parent/Child: The children of a relay node are the clients
that rely on the relay node to establish connectivity to
the rest of the network. Conversely, the relay node is the
parent of the child nodes.

Considering the multihop network characteristics, we
emphasize the following assumptions for the hierarchical
auction mechanism.

1) The relay nodes help maintain the connectivity by pass-
ing the data packages of its children. The relay node
after that selects the client which won the latest auction
round.

2) All children compete for the transmission opportunity
through relay nodes. They are not supposed to bid with
nodes that are connected to other relay nodes, even for
those with the same layer depth do not bid.

3) The connectivity cost is related to the requested band-
width for transmission of each node. The less the
bandwidth is queried, the lower the cost it pays.

B. Objective

The aim of the resource allocation strategy is twofold.
1) To allocate the network resources by the priorities of

nodes in a network. For instance, some of the nodes
with higher priorities are allocated with a lot of net-
work resources while ensuring that all other nodes can
still reasonably transmit by using the remaining network
resources.

2) To maximize the total transmission rate for FRT in the
above mentioned multihop network, management of the
requests from nodes should be implemented.

Definition 3 (Firm Real-Time): FRT means some infrequent
deadlines can be miss during the data transmission, which may
degrade the system’s quality of service.

Due to the lack of global information in the defined multi-
hop network topology, the objective is to maximize the sum
of the transmission rate at each relay node, such that

max
nr∑

i

(
γ r

i − cr
i

)
(2)

s.t. γ r
i = Bwi

2
ln

(
1 + �r

i

)
(3)

nr∑

i

Bwi ≤ Bw (4)

where nr is the number of children of relay node vr, ci is the
connectivity cost of the child vi to the relay node vr; γ r

i is
the achieved rate of data from node vi to the relay node vr;
and Bwi is the allocated bandwidth for vi. The signal-to-noise
ratio obtained at relay vr is

�r
i = er

i

σ 2d2
ij

(5)

where dij is the physical distance for node vi that hops to the
relay node vr. We assume that the additive noise is Gaussian
distributed with zero mean and fixed concentration σ 2 for each
channel.

Note that the local optimization of the transmission rate at
each relay node may not necessarily guarantee the max–min
fairness. For instance, some of them may use the majority of
the network resource, while others cannot transmit due to the
lack of resource. Therefore, an auction mechanism is proposed
to ensure the rate for any node cannot be further increased
without decreasing the rate of others.

C. LQM Auction Strategy

The key concepts of the proposed auction rules in a
hierarchical network are described as follows.

1) Known Information: The LQM of a network graph
G(V, E, t), and a set of price � = {π1, . . . , πnr } (� > 0)
of a unit bandwidth are announced by each relay node
to its children before the bidding start.

2) Bids: bi is the bid of vi that is submitted to the relay
node vr. We utilize the link quality as the bid where
bi = er

i .
3) Allocation: The relay node allocates the bandwidth to

its according to their bids, which is calculated by

Bwr
i = bi∑

j∈vr
bj

Bwr (6)

where Bwr is the total bandwidth of the link through
the relay node vr and Bwr

i is the bandwidth allocated to
node vi. Additionally, the vector of bids b = ∑

j∈vr
bj =

(bi, b−i), where the bid vector of node vi’s opponents
b−i = (b1, . . . , bi−1, bi+1, . . . , bnr ).

4) Reward: Node vi’s reward function equals to the
achieved rate γ r

i in (3).
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5) Cost: Node vi’s cost function is defined by its payment
(after winning an auction) as

cr
i = πiBwr

i . (7)

Please note that each auction is bidding among a group of
child nodes of the same relay node. Given the vector of bids
b = (bi, b−i) and a unit of resource price πi for node vi, the
payoff of a node vi is defined as

Ui(bi; b−i, πi) = γ r
i (bi; b−i) − ci(bi; b−i, πi). (8)

Then the node vi’s best response at the relay node vr is
defined as

Bi(b−i, πi) =
{

bi|bi = argmax
bi≥0

Ui(bi; b−i, πi)

}
. (9)

To derive the best response, an optimal price π∗
i by relay node

vr is required. Substituting (3) and (7) into (8), the payoff
function is

Ui(bi; b−i, πi) = biBwr

bi + b−i

[
ln

(
1 + �r

i

) − πi
]
. (10)

According to (9), the optimal price π∗
i can be derived by

differentiating (10) with respect to bi. The π∗
i is thus given as

π∗
i = 1

2 ln 2

bi

b−i

[
ln

(
1 + bi

σ 2d2

)
+ bi + b−i

σ 2d2 + bi

]
. (11)

After obtaining the optimal price π∗
i from the above equation,

the best response defined in (9) can be computed. In other
words, the payoff can be maximized by selecting the opti-
mal price using the bids of all child nodes of relay node vr.
Note that a bid indicates the communication capability of the
corresponding node.

Thereafter, the global convergence of the proposed auction
strategy are proved, after deriving the optimal at each relay
node as follows.

1) Proposition (Convergence of the LQM Auction): Given
a connected graph, the LQM-auction algorithm terminates
in a finite number of auction iterations with an upper
bound

Kmax =
L−1∑

l=1

(

nl × γ max
l

εmin
l

)

(12)

where
nl number of nodes in layer l;
γ max

l maximum reward of nodes in layer l;
εmin

l minimum increment of bid of layer l.
Proof: Assuming that the network structure of robotic sys-

tem is in a multihop pattern. For each resource, the reward and
bidding increment of each client is a finite value. For a certain
iteration of auction, the client vi, who once won, updates its
payoff by γi −πi, where γi is the reward of client vi and πi is
the price paid by client vi when its request was accepted in the
last iteration. For the next iteration, some other client will win.
After adequate iterations of auctions, all clients will be served.
The worst case is as follows: when the last winner is in the
layer of the maximum hop number from the proxy, it needs to
win L − 1 auctions for its L − 1 relay nodes. The largest num-
ber of iterations that makes it to win is γ max

l /εmin
l . Please note

Fig. 4. Flowchart of the auction-based resource retrieval.

that the εmin
l is the minimum increment of LQM value between

layer l and layer l−1. Therefore, the upper bound of iterations
is Kmax as (12).

D. Implementation of LQM Auction Algorithm

The auction mechanism can provide an optimal response
ranking, which is the response order of requests from clients.
This response ranking is scheduled by the proxy based on
the result of the final auction. Given the above notations, let
bi(t) denote the bid of client i at time t. The auction pro-
cess is triggered by the request for the resource. Then an
LQM auction is executed for a local neighborhood (includ-
ing the clients and relay) as shown in Fig. 3. After each local
auction, the parent relay node represents the winning child
for a next round auction. The process in Fig. 4 is explained
as follows.

1) Initialization: Each relay node announces its own par-
ticular price set � for its children. Each client collects
its reward regarding the price and the bid with its link
quality that demonstrates its connectivity to the parent
layer. At the same time, according to the network topol-
ogy G(V, E, t), the relay nodes and layer l for each client
are assigned. The deepest layer is L.

2) Hierarchical Auction: The auction process starts from
the relay nodes lie on layer L − 1, denoted as a
set A := {ai}. For each ai, a local auction process
is launched among the nodes in a set B := {ai} ∪
{bi|children_of(ai)}. After all auctions are completed in
this layer, the winning node is forwarded to a higher
layer by its relay node. Supposing ai is a relay node,
it uses the link quality to its parent as the bid for the
next the auction, while keeps tracking the real winner
in set B.

3) Proxy Scheduling: The proxy assesses the final result of
the auction. The winners (multiple clients may have the
same winning bid) are stored in the buffer. The proxy
publishes a priority rank of winners at this stage. Then
the proxy sends back the queried resource via network
topology.

4) Renewal Auction: A second round of auction may be
deployed after each successful allocation. The bid list
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(a) (b)

(c) (d)

Fig. 5. Cost comparison among three algorithms with different size of nodes.
Red lines mark the median value. The edges of the blue box are the 25th
and 75th percentiles. Black lines mark the maximum and minimum values.
The red cross points are extreme values. This representation applies for Fig. 6.
(a) 10 nodes. (b) 50 nodes. (c) 100 nodes. (d) 200 nodes.

is required to initialize for the next round of auction
according to their LQM. The process will end if all
requests from clients are fulfilled.

V. SIMULATIONS

We have compared our method with two other popular and
classical assignment algorithms: 1) Hungarian algorithm and
2) greedy algorithm. The Hungarian algorithm is a deter-
ministic and centralized algorithm that always yields the
global optimum [35] of an assignment problem in polynomial
time. We choose the greedy algorithm because it heuristi-
cally solves the assignment problem with locally optimum at
each stage [35]. Besides, the greedy algorithm, in general,
does not produce an optimal solution, but may figure out a
local optimum that approximate a global optimal solution in a
reasonable time. Therefore, the effectiveness of the proposed
method can be verified by comparing our proposed mechanism
with a global optimum and a local optimum.

In this simulation, we implemented the greedy algorithm
and the Hungarian algorithm for benchmarking and evalua-
tion. Two comparisons are conducted in the simulations. First,
the overall cost and time are used to evaluate the performances
of the greedy algorithm, the Hungarian algorithm, and the pro-
posed auction algorithm. Second, three auction algorithms are
compared by a scheduling metrics.

A. Overall Cost and Time Comparison

Cost is the effort that a robot needs to take to obtain the
required resource. For example, distance traveled or runtime
consumed [23]. We defined the cost of each node (robot) as
the distance traveled (hops). The value of the cost is a random
number in the range of {0, 10}. Then, the overall cost is a sum
of distances to query N resources, which are allocated to N
nodes. As shown in Fig. 5, the Hungarian algorithm always
performs the best among the three algorithms when the number

(a) (b)

(c) (d)

Fig. 6. Time comparison among three algorithms with different size of nodes.
(a) 10 nodes. (b) 50 nodes. (c) 100 nodes. (d) 200 nodes.

TABLE I
COMPARISON OF RESPONSE RANKING (DEFINED IN SECTION V-B)

of nodes is 10, 50, 100, and 200, respectively. The proposed
algorithm performed better than the greedy algorithm since its
overall cost is lower than the result of the greedy algorithm
and closer to the result of the Hungarian algorithm.

Runtime reflects the computation complexity of an algo-
rithm as shown in Fig. 6. The Hungarian algorithm took much
longer time to dispose of the solution and the overall time
increases largely with the number of nodes (from 25 ms to
20 s in average). The greedy algorithm spent trivial time,
and the number of nodes has a minor effect on it (from 2
to 20 ms in average). The proposed auction algorithm needed
marginally more time than the greedy algorithm, and its overall
time did not change much when the number of nodes increases
from 10 to 200.

According to the above overall cost and running time
results, the auction algorithm can achieve the optimal results
more quickly.

B. Response Ranking Comparison

To evaluate the scheduling performance, the simula-
tion implements two classical auction algorithms, namely
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TABLE II
CONFIGURATION OF NODES INVOLVED IN THE EXPERIMENTS

PSIA [26], and RSSIAs [25]. The comparison of the two algo-
rithms in the simulation is because relevant works on physical
robots are scarce and with various uncontrollable conditions.

The response ranking of each client is compared with differ-
ent auction algorithms as shown in Table I. “H” is the highest
rank, “L” is the lowest rank, and “A” is the average rank, where
the rank represents the priority of ten clients for each column,
respectively. For each row, it shows the effects of three differ-
ent auction mechanisms on each client. For example, the worst
average priority for any node is 11.27 for LQM auction, having
21.74 (about two times as bad) for PSIA, and 31.30 (almost
three times as bad) for RSSIA. The reason of the remarkable
differences is: the RSSIA leads to the lowest ranks because it
depends on the resource of robots. If the unassigned robots do
not have enough resource to complete the rest of tasks, it will
repeat the auction till some robot can refill. The process repeats
until all nodes are globally optimally ranked. Compared with
PSIA, the proposed LQM auction achieves higher ranks since
the bidders in an auction are selected based on PSIA.

VI. EXPERIMENTAL VALIDATION

In this section, the proposed LQM auction is validated
in a real experiment. The experimental design is first intro-
duced. Then the outcomes of the experiments are presented
and discussed.

A. Experiment Design

The goal of this case study is to realize a joint surveillance
for several poorly-equipped robots. The navigation goal of
these poorly-equipped robots can be retrieved from a database
by sending both video sequences and scale state information
(i.e., battery voltage in this scenario) to the proxy. Whereas
resource competition among requested robots can affect the
efficiency of data retrieval greatly.

The infrastructure implementation of the system is intro-
duced in the previous work [36]. Based on different types
of requests, experiments for unconstrained resource allocation
and constrained resource allocation cases are both conducted
with and without the resource allocation strategy. The results

not only validate the improvements made when the proposed
mechanism is applied but also indicate how the mechanism
works, when there are an increased load and the resource
becomes constrained.

1) Devices: The devices shown in Table II are used to ful-
fill the various roles in the experiment. All of them had the
ros-rt-wmp node running in the user space at 2.412 GHz
(or channel 1). This channel is selected because it is applied
in most devices.

2) Placement of Nodes: Fig. 7 demonstrates the placement
of all the nodes in the experiments. The test area is an indoor
environment, which is surrounded by concrete walls and a
door, and has partitions and some types of furniture inside
the room. A simple WiFi sweep is performed and the trace
revealed that there are not many other WiFi signals present
at the desired operating frequency at 2.412 GHz (or chan-
nel 1 [37]) as shown in Fig. 7(b). Thus, WiFi interference
is expected to be minimal in this area. Detailed benchmark
work has been presented in [34]. The nodes are initially placed
in these positions such that they are forced to hop through
each other. They are moving around at the maximum speed of
0.5 m/s regarding their navigation goals during the experiment.

3) Scenarios: In most exploration cases such as robot
surveillance, robots have to know their location or navigation
information. Several poorly-equipped robots send requests in
the local neighborhood to the proxy that accesses the data
center. The proxy matches the images and scale state with
the information stored in the data center and sends naviga-
tion goals back to the robots. The corresponding requests are
managed by the proxy with predefined auction-based man-
agement mechanism with scheduling algorithm and protocol.
For instance, the proxy responses the request from the poorly-
equipped robot winner in each auction round. Based on the
request types, we analyze the following two conditions.

1) Unconstrained Resource Allocation: When only scale
state requests are sent to the proxy, the bandwidth
resource can be regarded as unconstrained, since
the conducted requests are with trivial bandwidth
requirement.
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TABLE III
COMPARISON ON PACKET LEVEL PERFORMANCE FOR SCALE STATE REQUESTS

Fig. 7. Typical indoor environment for multirobot joint surveillance.
(a) Indoor map with initial placement of nodes. (b) WiFi trace.

2) Constrained Resource Allocation: In the system, the
images captured by the poorly-equipped robots are
used to retrieve the perception data such as location
and location-related data. As shown in Table II, video
sequence requests from two different types of nodes
take up 18.75 and 70 Kb/s bandwidth, respectively.
Transmission of JPEG images in the robotic network is
a dense task. Therefore, the bandwidth is a constrained
resource.

4) Node Configuration: The RT-WMP allows the priori-
ties of nodes to be dynamically changed during runtime. The
following configurations are conducted.

1) Transmission With No Strategy: Before the start of each
experiment, all the priorities of requests are configured

to be equal to each other. No changes are made at run-
time. In principle, messages with the same priority are
transmitted in an FIFO manner.

2) Transmissions With Resource Allocation Strategy:
Initially, the priority of nodes are randomly configured.
During the runtime, the priorities are then adjusted by
the strategy dynamically.

B. Evaluation Metrics

Received message number, message delivery delay, band-
width usage, and CPU load are used as evaluation metrics in
this paper. Especially, a calculation of the frame-rate is done
each time when a new image is received by a client. The
definition is as follows.

Definition 4 (Instantaneous Frame Per Second): The instan-
taneous frame per second (IFPS) formula used was a simple
moving average of the K most recent images, which is

IFPS =
(∑K

i=1 τi

K

)−1

(13)

where τi represents the duration taken for the ith image to
arrive at a client after the (i − 1)th image. The result of
this calculation gives an indication of the amount of network
resource allocated to a particular client at that point. A higher
IFPS value of a client represents a greater amount of network
resource has been allocated to it with a higher capacity for data
payload. If a series of IFPS values are recorded and observed,
the spread of IFPS value also indicates the performance of the
network.

C. Experimental Results

IFPS, received message number, message delivery delay,
bandwidth usage, and CPU load are used as the evaluation
metrics for FRT in the experiments.

1) Unconstrained Resource Allocation: Experiment is con-
ducted for six nodes transmitting scale state requests which are
not a dense task for the network bandwidth. Two cases with
and without the resource allocation strategy are carried out.
The message delivery performances in packet level are shown
in Table III. For received number of messages, R3–R6 transmit
more messages with the resource allocation strategy while R1
and R2 transmit a bit fewer messages. It is because the resource
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(a)

(b)

Fig. 8. Boxplots of IFPS values under unconstrained resource conditions.
Red lines mark the median value. The edges of the blue box are the 25th
and 75th percentiles. Black lines mark the maximum and minimum values.
The red cross points are the extreme values. This representation applies for
Fig. 10. (a) No strategy. (b) With strategy.

allocation strategy optimize all request transmission in the net-
work to let node R3–R6 have got more chances to transmit
their requests using the LQM auction strategy. Additionally,
the total number of received messages are increased from 4334
to 5011. On the other hand, when no resource allocation strat-
egy is applied, all requests of six nodes with the same priority
are queued in a buffer and transmitted based on the FIFO
principle. If the earlier come nodes occupy the network, then
other nodes cannot transmit their requests. For the message
delivery delay, it can be observed that R3 and R4 decrease
a lot with respect to the messages delivery delay, which are
around 600 and 50 times, respectively. But other nodes do not
change much of the delay. Although the bandwidth is suffi-
cient to handle this transmission when no strategy is applied,
some of the nodes have much longer delivery delay because
other nodes occupy the network bandwidth. For the bandwidth
usage, there are not big differences between the two cases
since the requests are for the unconstrained resource.

As shown in Fig. 8, the results of IFPS analysis demon-
strate that the proposed strategy increases the median rate of
receiving requests a bit and decreases the lower extreme data.
When no resource allocation strategy is applied, the median

(a)

(b)

Fig. 9. Traces of images received at proxy. (a) No strategy. (b) With strategy.

IFPS values of nodes are 1 Hz except R1, which is 0.99 Hz
as shown in Fig. 8(a). With the resource allocation strategy
incorporated, R1 and R3 have improved their IFPS values to
1 and 1.18 Hz, respectively, as shown in Fig. 8(b). Note that a
lot of extreme IFPS points from R3 are higher than the trans-
mit frame rate. It is caused by the data packets queued up in
the buffer for a period when the R3 is not allowed to trans-
mit. Once R3 is permitted to transmit, these queued up data
packets are transmitted as quickly as possible. Besides, the
minimum values are quite straight forward, they are caused
by the data packets queued up in the buffer for transmission
when the node has the opportunities to transmit. Therefore,
some of data transmission are delayed.

Therefore, the average delay of received requests is not
obvious even when no resource allocation strategy is applied
in the case of unconstrained resource. However, the maxi-
mum delay value is greatly reduced with the proposed strategy,
which makes the data retrieval meet the FRT requirement.

2) Constrained Resource Allocation: Assuming that these
client robots have a graph connectivity as Fig. 2 when all the
robots transmit requests with video sequence in parallel. This
is a dense task for the constrained network bandwidth.

First, traces of video sequence received at the proxy from
each node are compared. When no resource allocation strat-
egy is applied, only R1–R3 transmit messages throughout the
whole transmission session as shown in Fig. 9(a). On the other
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TABLE IV
COMPARISON ON PACKET LEVEL PERFORMANCE FOR VIDEO SEQUENCE REQUESTS

Fig. 10. Boxplots of IFPS values under constrained resource conditions.
(a) No strategy. (b) With strategy.

hand, when the resource allocation strategy is applied, the
priority is dynamically changed in terms of the LQM value
of the node. Thereafter, the priority is used to bid in an
auction. Winners in the response ranking list get the permis-
sion to send images. The LQM values of nodes are changing
while they are moving around; their bids are thus changing.
Therefore, all nodes get certain permissions to transmit the
requested images as shown in Fig. 9(b). Besides, a comparison
of IFPS is presented in Fig. 10. When no resource allocation
strategy is applied as shown in Fig. 10(a), the median IFPS

values for R1–R3 are 0.25, 0.16, and 3.25 Hz, respectively,
while not many frames are transmitted for R4–R6. When the
resource allocation strategy is applied as shown in Fig. 10(b),
the median IFPS values have improved (R1: 0.85, R2: 1.21,
R3: 2.01, R4: 4.02, R5: 5.02, R6: 8.68).

These results clearly indicate that the proposed strategy
improves the chance and rate of transmission of all nodes. The
reason is that the proposed strategy combined with RT-WMP
protocol handles different data flows and optimizes the trans-
mission. There are two situations that the corresponding data
streams are still permitted to be transmitted simultaneously.
One is the data flow with the highest priority in the response
ranking does not saturate the bandwidth, the other is there is
sufficient amount of bandwidth available to accommodate the
rest data streams of a lower priority.

Second, message delivery performances of video sequence
requests at the packet level are compared between the cases
where the strategy is applied or not, as shown in Table IV.
For message transmission, the proposed resource allocation
strategy increases the received number of messages on aver-
age. When no strategy is applied, only some requests from
R1–R3 are received. After incorporating the strategy, all the
six nodes transmit thousands of messages except R6, which
transmits hundreds of messages. For message delivery delay,
the average value, maximum value, and minimum value are
compared. The proposed strategy decreases the delay such as
R3 decreases the average about ten times and the maximum
value about 4000 times. Also, it balances the transmission
among the six nodes since all nodes have similar average out-
comes in the message delivery delay with the applied strategy.
For bandwidth usage, R3 occupies most of the network band-
width, and R1 and R2 have got little opportunities to transmit
when no strategy is applied. On the other hand, the band-
width is distributed to each node according to the auction
results when the strategy is applied. Especially, it can favor
some nodes when they win the auction with a higher pri-
ority, which makes their resource allocation meet the FRT
requirement under constrained resource conditions.

Third, the bandwidth usage and CPU load on the proxy are
compared in cases of with and without the proposed auction
mechanism when mixed requests are conducted. As shown
in Fig. 11(a), the standard deviation (std) of network band-
width is lower when six clients are in the auction for resource
retrievals. It fluctuates when they arbitrarily send requests
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Fig. 11. Bandwidth usage comparison of the accesses to the proxy. (a) Line
plot. (b) Boxplot.

Fig. 12. Comparison on CPU load of the proxy when the resource retrieval
is in a random fashion or controlled by LQM auction.

without management. If all nodes request resources at the
same time, it will result in massive packet dropping, network
congestion, and unstable responses. There is no big differ-
ence between the cases with and without management since
the quantity of total data transmission are the same in our
scenario. However, the stable bandwidth usage without con-
gestion can provide more efficient transmission. As shown in
Fig. 11(b), the median value of bandwidth usage has increased
from 33 050 to 51 390 bps, which rises 35.9%.

Compared to the case where no resource allocation strategy
is applied, the proxy is running for sending video sequence
stably using marginally higher CPU load as depicted by the
red curve in Fig. 12. With acceptable increased CPU load,
the proposed strategy greatly improves the performances of
resource allocation as proved here.

VII. CONCLUSION

This paper proposed a hierarchical auction-based mech-
anism called LQM auction for autonomous negotiation in
a cloud robotic system. Aiming at solving fair and effi-
cient resource retrieval for efficient data transmission among

robots in a distributed multihop network, the auction taxon-
omy of the proposed mechanism is specified. We theoretically
proved that the proposed LQM auction can achieve the best
response as well as its convergence. The simulation results
indicated the proposed approach outperforms the classical
local and global optimization approaches—the greedy algo-
rithm and the Hungarian algorithm. Besides, we validated
the proposed LQM auction using an FRT joint surveillance
scenario. The experimental results, including comparisons in
the CPU/bandwidth usage, the time of responses, and the reli-
ability of responses, validated the high performance of the
proposed LQM auction. Note that the proposed mechanism
does not specifically deal with dynamics of the network topol-
ogy changes that may occur during the auction process. These
dynamics usually rarely happen during the cycle of the trans-
mission. Once it happens, the system will drop out the bid
automatically due to the change of connectivity. We will try
to solve these detailed issues in our future work. Despite this
limitation, the proposed mechanism demonstrated its outper-
forming features against the state-of-the-art in both response
time and the fairness of resource allocation for cloud robotic
systems.
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