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Abstract— Simultaneous Clustering, Classification and
Tracking (SCCT) maintains many challenges, especially for
point cloud data. SCCT is an essential process to facilitate
the autonomous mobile systems. We present a novel unified
framework from the object extraction to tracking with
real-time performance. The framework can be described
as five sub-tasks: ground extraction, clustering, recognition,
tracking and representation. We compare the adjacent two
frames to solve dense tracking and motion estimation. The
state of each clustered object (moving or static) is estimated by
using Spatial-Temporal methods. The distinguish objects with
different features are extracted. Conditional Random Field
and Bayesian filter are adopted to solve the data association
problem. All the algorithmic modules have been tested on both
outdoor actual environments and indoor simulation situations.
The results indicate the efficiency and effectiveness of the
proposed method.

I. INTRODUCTION

A. Motivation

To navigate autonomously in urban environments, the

vehicle need to be able to control, perceive and especially

interact with other traffic and environment. These are es-

sential factors for autonomous execution of various urban

driving skills [1] [2]. A complete autonomous driving case

is a commonly envisaged and yet challenging goal nowadays,

for which a reliable perception of the local environment is

crucial [3] [4]. Distinction of the pedestrain, car, bicycle and

other obstacles from the whole environment is the key task

for intelligent vehicles, to estimate the risks on surrounding

space for optimal path choosing, with temporal and spatial

modeling of the environment. Compared with other common

sensors like camera or ultrasonic, the Laser range scanners

(aka. 3D-LiDARs) are more popular in vehicle market.

Besides, with the recent development in the key technology

of 3D-LiDAR and the appearance of more affordable solid

state LiDAR, 3D-LiDAR will be standard equipment in every

unmanned vehicle in the near future. 3D-LiDAR sensing is

becoming more and more prevalent.

With the advent of low-cost 3D sensing hardware such

as Kinect, and continued evolution of advanced point-cloud

processing method, 3D perception plays a more significant

role in robotics, as well as other fields [5] [6]. This paper
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Fig. 1. Clustering and Classification results of a typical 3D-LiDAR point-
cloud sequence. Red color points belong to the new frame, and points with
other color belong to the old frame which has 0.1 second delay compared
with new frame. In the old frame, pedestrian marked in yellow, backgrounds
marked in pink, cars marked in blue, and green points are nonsensical points.

presents a framework contains a series of processes, namely

Simultaneous Clustering Classification and Tracking (SCC-

T), on 3D point-cloud data captured by 3D LiDAR.

SCCT is an essential yet tough problem especially because

of the real-time requirement. A related problem namely

Simultaneously Clustering and Recognition (SCAR) was

presented by us in [7], where a lightweight scene recognition

method using color features and geometric information is

presented. It enables a mobile robot to solve the localization

problem in topological regions real-timely. So, the simulta-

neous processing method in this paper takes some references

to the previous work but form-up a more practical solution

to point-cloud data.

Detecting an object in an image or a video is one of the

foremost steps before proceeding to understand the semantics

of the scene [8]. Tracking every target object over the a series

of consecutive frames provides us with relevant information

that helps the scenario situation awareness. It is similar to

the problem of detection and tracking of moving objects

(DTMO) in this paper. However, the processing of the point-

cloud is different from the processing of image or video

because of the sparse representation. As a result, extracting

features from a point-cloud is much more difficult than that

in images or videos.

In the past few years, several methods, like feature

comparing or Iterative Closest Point (ICP) algorithm [9]

have been proposed to solve DTMO problem In this paper,

Bayesian filter, SpatioTemporal Conditional Random Field
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(STCRF) [10] [11] [12] and Markov Localization are the

main models to solve the core problem.

Compared with the other methods, Bayesian filter has

special advantages. First of all, Bayesian filter is more

general than Hidden Markov Model (HMM) and it can work

with continuous state space. By using Bayesian filter, the

features of the whole scene are withdrawn or it can be

deemed that the feature influence is weakened so that the

difficulty of the feature extraction can be reduced. Except

that, the real-time performance of the calculating processing

can be achieved with satisfying all the other requirements.

B. Contributions

We emphasis the following contributions in this paper:

• Bayesian filter: We presented a Bayesian filter-based

framework for the tracking and association. It fur-

ther reduces the inappropriate probability caused by

the incorrect judgment due to the inaccuracy of the

sensor and defective judgment basis. The probability

distribution obtained in the previous time step can be

used to improve the accuracy of the current probability

distribution.

• Conditional Random field: CRF is used to massage

the boundary and smooth the discontinuous point-cloud,

keeping away from the situation when one object split

into two parts or two objects are merged.

• Simultaneous complete processing: A complete SCC-

T solution is proposed including the processes from

clustering to tracking. With raw input of point-cloud

sequence, it outputs the position and history track of

each objects from its sparse point-cloud representation.

C. Organization

In the next section, the main models were designed, which

provide a better way to represent the point-cloud, and to

segment and estimate the classification of each point. Section

III describes the processing pipeline of the whole process

chain and represents the experiment results. The analysis and

conclusions are presented in section IV. Section V introduces

the environment and condition about the supplementary

video.

II. PROPOSED MODEL

We show the proposed framework in this section. With

the point-cloud observations by 3D LiDAR in dynamic

environments, we try to extract and track salient objects, with

outputting the probability of each object class. Fusing with

the LiDAR-based motion estimation, we can estimate the

optimal motion update of the actual object as well.

Because the data coming from the LiDAR sensor are

affected by measurement errors, obstacle and missing points

result in the uncertain probability in a given configuration.

Instead of giving a single best estimate of the current

configuration, this model represents the robot configuration

as a probability distribution over the all possible classification

situation.

A. Representation

Wang and Ji in [13] proposed a novel approach based on

conditional random field (CRF) models that integrate tempo-

ral and spatial constraints for object segmentation applying

to highly dynamic scenes including both fast camera and

object movements.

Inspired by that work, the ground surface is modeled

as CRF and represented by a regular 2D lattice on XY

plane in this paper. Classification and segmentation are

apparently more rational and valuable in three-dimension. In

the more general planar motion case the grid-map is a three-

dimensional array where each cell contains the probability

of the four classes in that cell. In this case, the cell size must

be chosen carefully. Because the search region is restricted

in a 10 meters radius sphere, we decompose the target space

as a 200× 200× 10 grid.

With such a grid representation, each node in the

plane Ni = (xi, yi) associates a random variable Gi =
(Ppei, P cai, P bai, Poti) representing the four probability

of the four classes, pedestrian, car, background and other.

And G = (Gi, · · · , Gn) means the set of all such variables

in the lattice, where n is the number of nodes. The LiDAR

measurement consists of a set of 3D locations (xj , yj , zj) ∈
R

3. In spatial level, every measurement Ni is associated with

the closest neighbourhood. The set of observation indexes

associated with the node Ni is noted Ci. In temporal level,

Gi
t−1 represents the random variable probability associated

with node Ni at previous time step. Measurement data is zt,
prediction data is ut. Belief is the probability of being at

the current environment situation xt. Prediction update com-

putes a new belief through previous probability distribution

and prediction movement. Measurement update computes a

new belief after computing the probability through Spatial

Temporal method.

Fig. 2. Three-dimension Spatio Temporal Conditional Random Field
model.

A three-dimension CRF approximation is used to model

the interaction between the nodes. A variable Gi is con-

sidered to only depend on its spatial neighborhood {Gk |
k ∈ Ni} (spatial clique) and its temporal neighborhood

Gt−1
i (temporal clique). A graphical representation is shown
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on Fig. 2, where the potential function over the cliques are

defined as:

φ(g, g′) = e−(dg−dg′ )
2

(1)

where d is the density of each cell g or g′.

B. Inference over graph with Bayesian Filtering

In general, the state at time t is generated stochastically.

Thus, it makes sense to specify the probability distribution

from which state xt is generated. The probabilistic law

characterizing the evolution of state might be given by a

probability distribution of the following form:

p(xt | x0:t−1, z1:t−1, u1:t) (2)

where z is the observations, which is the density of each

cell (see: eq.(1)); x is the state of the cell, which includes

the object status, including its existence, class, velocity and

tracking result.

• measurement update

In this phase, the LiDAR sensor updates its previous

position, in other words, after a series computation, it

updates its former belief.

Depending on the Theorem of Total probability, the

probability belief can be described as:

bel(xt) =

∫
p(xt | ut, xt−1)bel(xt−1)dxt−1 (3)

• prediction update

In this phase the robot corrects its previous position (i.e.

its former belief) combining the space probability dis-

tribution in the previous times step with the information

from the record which recording the objects movement

and position, each object can correct its previous posi-

tion and update the probability distribution.

p(xt | zt) = p(zt | xt)p(xt)

p(zt)
(4)

For all xt, do measurement update and prediction update and

return the belief xt names Bayesian Filter in general.

Because of the extreme difficulty in calculating p(xt |
z0:t, u0:t), by associating Bayesian theorem, p(xt | z0:t, u0:t)
can be transformed into a series problems which can be

solved more easily:

P (xt |z0:t, u0:t)

∝ P (zt | xt)

×
∑
xt−1

P (xt | xt−1, ut−1)P (xt−1 | z0:t−1, u0:t−1)

(5)

C. Initialization

In the first frame of the dataset, the information about

the classification configuration is null, so the probability

distribution satisfies the uniform distribution
∫ +∞
−∞ p(x)dx =

1. After that, in every time step each lattice which contains

one kind of label is associated with Gaussian distribution,

uniting the closest neighbourhood in spatial and temporal.

The distribution can be stated as:

p(x) = det(2πΣ)−
1
2 e−

1
2 (x−μ)TΣ−1(x−μ) (6)

where the mean μ = 0 and the covariance Σ = 2 empirically.

This model is applied to blur boundary in section 3.3, also

it is used as a high-reliability classification method. From

the first frame of the data set, the classification probability

distribution is continuously updated. Because of the addition-

al influence of the probability distribution in previous time

step, the current probability distribution will lead to a more

accurate classification result.

III. EXPERIMENTS

A. Experimental Platform

For the experiments, a testing car in Fig. 3 has been

equipped with two 3D-LiDARs on the top. One is Velodyne

LiDAR VLP-16 (16 laser beams), and the other one is 2D-

sick LiDAR, which is a real-time 2D LiDAR for collision

avoidance. Meanwhile, IMU, GPS, one occam stereo camera

and two LiDARs sensors’ data are collected by IPC (i7 intel

nuc) with ROS system. The testing vehicle’s max speed is

24 km/h.

In this paper, the process was applied to real data set

acquired by Velodyne VLP-16 (dense data) and simulation

data set acquired by V-REP.

Fig. 3. Experimental Platform: Unmanned vehicle with Velodyne LiDAR
VLP-16, 2D-sick LiDAR, IMU, GPS, OCCAM stereo camera and IPC (i7
intel nuc).

B. Process and Solutions

The experiment pipeline is described in Fig. 4. The pro-

posed model is applied over a long series of captured data

from outdoor environments. For detail of the dataset, please

refer to http://ram-lab.com/download.

Nowadays, object detection methods based on 3D data

are so far optimized for either unstructured off-road en-

vironments or flat urban environments [14] [15]. Random

sample consensus (RANSAC) algorithm (plane model) is

used to extract the ground in the first part of the process.

The maximum iterations time and distance threshold are the

most influential parameters in the algorithm. Because of the
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Fig. 4. Flowchart of the whole process.

uneven of the ground, sometimes there are some missing

points in the ground which will disturb the clustering result

in next steps. So, to optimize the filter result, more than once

plane extractions are used in the process. The result of the

ground extraction is illustrated in Fig. 5. Only a few points in

objects’ root part are classified as ground. Almost all points

belong to ground are in the right classification.

Fig. 5. Segmentation result after extract the ground in a complex
environment. Ground points are in blue, non ground points are in green.

Segmentation has been studied in computer vision which

is often formulated as graph clustering for several decades.

The segmentation of LiDAR point-clouds is a key step for

3D reconstruction of architecture, but it is also a complicated

step. Ground extraction is the prerequisite step. The point-

clouds obtained by laser scanners involve coordinates and

intensity. Since all these data are the components of the

Euclidean space, we can use Euclidean clustering method,

which utilize the spatial similarity, to segment the point and

cluster the raw point set into several different point groups.

Fig. 6 shows the result of Euclidean algorithm. Different

independent objects are marked with different colors. Most

of the independent objects are separated, though if two in-

dependent objects’ distance is less than the cluster tolerance

distance set in the algorithm, they will be treated as one

object.

Fig. 6. A clusterization result. Each color represents a separate cluster. The
colors do not have any particular meaning, they were assigned randomly.

The index of each object can be attached after segmenting

all independent objects above the ground. In this paper, only

eligible objects, whose center of gravity is in one meter

around the LiDAR sensor center, will be considered and

classified. By this way, most of trees and mountains are

excluded in the classification process, in case thousands of

nonsensical points slow down the speed of processing and

disturb the detection and tracking result.

Except for the start time and end time, most of the objects

should not appear or disappear suddenly inside the scene.

If the sensor’s collecting frequency is fast enough, and the

objects’ relative velocities are not too fast, the same object’s

position in two adjacent frames will not far apart from each

other.

If the rotation velocity of the LiDAR sensor is not too fast,

characteristic judgment is enough to find the corresponding

point-cloud in two adjacent frames. Otherwise, Iterative

Closest Point (ICP) transformation array can give another

judgment basis.

However, because of the inaccuracy of the LiDAR sensor

and uncertain reflection surface, sometimes, a big object

splits into two sub-objects like Fig. 7(b). Also, if the distance

between two moving objects is smaller than the Euclidean

clustering’s threshold like Fig. 7(e)(f)(g), these two objects

will be considered as one object. These situations result in

mismatching of the objects. The Conditional Random Field

and Bayesian filter modeled in section II provide a way to

solve this problem, by reducing the influence of error feature

judgment.

A four-dimensional vector is created to store the record of

each object’s trajectory. Using the information in the record

and the DTMO result, distinguish and tag different types of

objects are the last part of the process. Fig. 1 and Fig. 8 are

the screenshots of the running result. In these figures, yellow

circle means processing range, only the objects which are in

this range will be classified and tagged. Blue means car,

yellow means people, pink means background, other-class

does not appear in this scene, and green points group means

these points are not considered in the process. The red point-

clouds are the double images in the new frame, others (with
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Fig. 7. (a)(b) A integral car split into two parts. (e)(f)(g) A people walk to the side of the car, then regarded as one object during this time (Same color
means these points belong to same object).

different color and classification) are the image in the old

frame. Because there are two frames in one screenshot, each

object has two set of points. One is in the new frame and the

other is in the old frame. So, the farther apart of one objects

double, the faster of the objects speed.

IV. CONCLUSIONS AND FUTURE WORK

This paper presented a 3D point-cloud classification algo-

rithm, that is capable of distinct people, car and background

in outdoor and indoor environments. The space is modeled as

three-dimension Spatio-Temporal Conditional Random Field

and each lattice of the space is given a probability. By

update the environmental probability distribution, Bayesian

filter helps to achieve a high-reliability classification. Exper-

imental result presented promising performances in uneven

terrain, complex outdoor circumstance with slower angular

velocity of rotation, and indoor environment with bigger

angular velocity of rotation.

Future work will consist of a 3D point-cloud classification

method with labeled points, meant as input for learning

methods [16] [17], and applying the classification result to

the real control of the unmanned vehicle.

The advantages and disadvantages are summarized as

follows:

• Speed

The presented algorithm has been implemented in C++

without using GPU accelerated. Robot Operating Sys-

tem (ROS) is used to preserve the data collected in

field and replay the data while program performing.

PCL is used for point-cloud processing, which is a free,

open source C++ library that presents an advanced and

extensive approach to the subject of 3D perception. And

it’s meant to provide support for all the common 3D

building blocks that applications need [5].

TABLE I

Frequency

Data package rate 9.8 Hz

Avg. rate of performance 1.65 Hz

Avg. rate of performance

Without ICP
2.85 Hz

Avg. rate of performance

Without RANSAC
2.7 Hz

Avg. rate of performance

Without RANSAC and ICP
8.97 Hz

Computational performance of the algorithm with dif-

ferent situation, like algorithm without ICP processing

or without RANSAC processing, is as shown in Table

I. The frequency result shown in the table indicate that

the ICP and RANSAC functions consume most of time.

In this paper’s computational process, PCL library in

ROS package has been used. And the PCL library in

Libpointmatcher in Github will provide a better and

more efficient library functions.

• Accuracy

In this circumstance with static testing vehicle and

moving pedestrian, the algorithm can detect and track

almost all objects in about 90 percent of time when

the LiDAR sensor is static. (When the LiDAR sensor is

moving, the discrimination will lower to about 70 per-

cent.) Nevertheless, the real error discrimination comes

with the data have classification tags. So, the next step,

KITTI dataset will be used into algorithm like in [18].

• Parameter Update

Though the parameter in this algorithm is easily modi-

fied manually, like adding more rules to judge whether

two point-clouds’ features are same or not, robustness

of this algorithm is also a problem need to fix. If

the Accuracy part above can provide the feedback, the

parameters can be updated by learning.

V. VIDEO SUPPLEMENT

In the supplementary video, we demonstrate the algo-

rithm’s result in various environment and different LiDAR

sensor movement status.

1) The first section in the video illustrates the situation

that the testing vehicle parked in the export of the

parking lot and some pedestrian and car passed it. The

rest of the video is recorded while the LiDAR sensor

is moving with the testing vehicle.

2) The second section illustrates that the testing car

drove along the road and distinguished the car and

background.

3) The third section illustrates that the testing vehicle

turned a big angle around the corner.

4) The fourth section illustrates that the testing vehicle

drove through the parking lot slowly in an intricate

environment.
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Fig. 8. 3D point-cloud classification results in different environments. Red color points belong to the new frame, and points with other color belong to the
old frame. (first column) Static testing vehicle parks in an open rural place, with backgrounds, a car and a trunk. (second column) Driving testing vehicle
drives in a broad road, passing car, trunk and bicycle. (three column) Moving TurtleBot robot in indoor situation with big angular velocity of rotation.
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