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Abstract—Object visual tracking and servo is a challenging
research topic in the fields of computer vision, pattern recognition
and robotics. Usually, people just utilize PTZ for active surveil-
lance tracking. In this work, we combine visual tracking and
visual servo to drive a PTZ to cast laser beam on the target object.
The demonstrated tracking system is friendly-using and accurate
which can be used for object tracking in plane, such as stage
lighting effect, video surveillance, etc. Our proposed tracking
system features arbitrarily installation, automatic parameters
calibration, high efficiency and low coupling. From the point of
mathematical modeling, our model outputs exact solution without
any accuracy loss.

I. INTRODUCTION

Visual tracking or monitoring is a challenging research
issue that involves computer vision, pattern recognition, and
robotics. Visual tracking and monitoring have attracted a large
amount of attention in the literature [1] and there are also lots
of available algorithms or applications [2], [3]. However, the
current tracking system is not able to satisfy our request–not
only to track the object in images but to take reaction on the
target. In this paper, our proposed tracking system is able to
track the object and keep a laser spot on the target. And we
give out solution to the more complicated extrinsic calibration
since the third-person view instead of traditional camera-in-
hand.

Fig. 1: Effect of tracking system. Illuminate the surgical
wound of lab rat head by laser beam

For the large field of view or wide area surveillance, current
visual tracking algorithms usually utilize the PTZ with the
camera, such as [4]. Guha et al. [5] proposed a method to
keep the target always in the middle of the field of view of
the camera through adjusting the camera pose via PTZ. They
used mean-shift algorithm for visual tracking and derived the
error dynamics for a proportional-integral control action. Jain
et al. [6] present a stationary-dynamic (or master-slave) camera
assemblies to achieve wide-area surveillance and selective
focus-of-attention. Their approach features the technique to
calibrates all degrees-of-freedom (DOFs) of both stationary
and dynamic cameras, using a closed-form solution that is
both efficient and accurate. There are many state-of-the-art
algorithms or approaches available for surveillance systems
indeed, but as Fig.1 presents, our goal is to keep the laser spot
continuously on the rat head which demand high precision and
dynamic performance. Approaches of Guha and Jain doesn’t
involve the actuator which is laser generator in our project.

In this work, we combine the visual tracking and visual
servo and propose a moving object tracking system to solve
this problem. We don’t use the PTZ to adjust the camera pose
since we only need to guarantee the object within the field
of view. On the contrary, we utilize the PTZ as a part of the
actuator to help control the laser beam. Due to the difficulty of
measuring the extrinsic parameters and efficient deployment,
the challenging problem is parameter calibration. In addition,
most previous approaches are self-adjusting that the camera
is fixed with PTZ. In our tracking system, the actuator is
totally irrelevant with camera which makes it different from
the camera-PTZ control case.

Our proposed tracking system successfully solves the above
mentioned difficulties via independent mathematical model
and a low decoupling system framework. We give out accu-
rate mathematical model and derive the parameter calibration
solution. Our contributions in this work are listed as follow:

• We propose a rational structure and complete function
tracking system. It’s easy to deploy and modules decouple
from the hardware level.

• We present full parameters mathematical model which is
able to give a close-form solution. It means we can greatly
reduce the complexity of our tracking system since we
don’t have to utilize complicated control systems.

• Based on the model we introduce the automatic parameter
calibration strategy and it is the foundation of arbitrary



deployment.

II. TRACKING SYSTEM OVERVIEW AND WORKFLOW

Fig.2 shows the deployment of the tracking system in
real environment. Camera, laser with Pan-Tilt, and holders
compose the tracking system. 3© marked in Fig.2 is the plane
where objects, the lab rats, move on. 3© is the IoT control
board called ATOM which is small but powerful core, com-
prised of DUAL high performance processors (STM32 MCU
and Linux-in CPU). Our algorithm is mainly implemented
on this hardware [7]–[10]. The tracking system includes not
only visual tracking but the execution. It features automatic
calibration , extensibility, the low coupling of modules and
support for the third-part algorithms or approaches. Fig.3
presents the workflow of our tracking system which presents
the three working phases.
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Fig. 2: Framework overview. 1©Arbitrarily mounted camera
2©Laser with Pan-Tilt 3©Target plane 4©IoT ATOM board

A. Initialization Phase

In this step the primary work is to install hardware. Like
Fig.2 indicates . One purpose to of this tracking system is to
arbitrarily mount the hardware to improve efficiency without
losing accuracy. As result, we can mount the camera and Pan-
Tilt with arbitrary pose where the field of view of camera and
laser workspace can cover the tracking plane and do not have
to take care about the relative position initially.

B. Calibration Phase

To cast the laser beam precisely we have to know the Pan-
Tilt intrinsic parameters (Pan-Tilt offsets) and system extrinsic
parameters (Pan-Tilt’s pose to the plane). We propose an
automatic calibration procedure to get these parameters in this
phase.

For this situation it’s not able to directly measure the
required parameters. In section III we model the structure and
derive the calibration formulas. In this phase, we drive the
Pan-Tilt to zigzag scan the plane, like the first image of Fig.6,
and use the camera to capture the laser spot position at the
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Fig. 3: System work flow. x1, y1 are laser spot position,x2, y2
are rat head position. α, β are the pan and tilt angle

same time.The sample data should be larger than 7 which is
minimum to solve the equation. The Pan-Tilt angle commands
and laser spot positions are taken to calibrate the parameters.

C. Tracking Phase

This phase is a common detection-control loop. The camera
captures images and we use the method mentioned in section
III to locate the rat head, then with the calibrated parameters
we can inverse calculate the required α, β which are the
expectation of Pan-Tilt controller. In this process, the inverse
calculation strategy has been discussed in section II. In Fig.3
there is a dashed border block in phaseIII which is optional
and not implemented in our system but it’s easy to integrate
into the system.

III. KINEMATIC ANALYSIS

Unlike common PTZ (Pan-Tilt-Zoom) camera based active
tracking system, apart from tracking moving object, we have
to take action on the target the lab rat in our project. We
have a laser which could emit specified frequency laser fixed
with the Pan-Tilt. To make sure the laser beam hits the target



accurately, we did kinematic analysis including modeling,
parameter calibration and inverse calculation.
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Fig. 4: Actuator overview. 1©First Servo 2©Second Servo
3©Laser generator. 4©Rotation axis of first servo 5©Rotation

axis of second servo

A. Modeling

Fig.4 shows the detailed structure. We have two servo
motors marked 1© and 2© in the figure. The laser generator,
two servo motors and basement are connected in series. The
rotation axes of motors marked by white line 4© and 5© are
perpendicular but not intersecting.

In Fig.5, O0x0y0z0 is the world coordinate where z axis
is the same direction as the rotation axis of the first servo
motor.We attach the O1x1y1z1 and O3x3y3z3 to the first
servo and second servo respectively. Coordinate O4x4y4z4 is
attached to the laser whose laser beam is shot in the x axis
direction. In addition, α and β are the rotation angle of servos.
a1,a2,a3 and a4 are the offsets to be estimated.

As shown in Fig.5, we compute the coordinate transforma-
tions. We present the coordinate of point P or coordinate frame
x with respect to coordinate frame y by the notation yTx.
The transformations of coordinate frame in Fig.5 are given as
following:

0T1 =


1 0 0 a1
0 1 0 0
0 0 1 a2
0 0 0 1

 1T2 =


cosα − sinα 0 0
sinα cosα 0 0
0 0 1 0
0 0 0 1



Fig. 5: coordinate overview

2T3 =


cosβ 0 sinβ 0
0 1 0 0

− sinβ 0 cosβ 0
0 0 0 1

 3T4 =


1 0 0 0
0 1 0 a3
0 0 1 a4
0 0 0 1


We can get the composition coordinate transformation by right
multiply the transformations. i.e.

0T4 =0 T1
1T2

2T3
3T4

The result of 0T4 is : cosα sinβ − sinα cosα sinβ a1 + a3 sinα+ a4 cosα sinβ
sinα cosβ cosα sinα cosβ a3 cosα+ a4 sinα cosβ
− sinβ 0 cosβ a2 + a4 cosβ

0 0 0 1


The first column is the unit base vector of x axis which

is chosen as the direction our laser emitting and the fourth
column is the origin of coordinate frame O4x4y4z4 which we
take as the position of the laser. Thus, we get a laser ray at L
with direction ~v.

~v =

cosα sinβ
sinα cosβ
− sinα

 (1)

Let ~a = [a1 a2 a3 a4]
T

~l =

a1 + a3 sinα+ a4 cosα sinβ
a3 cosα+ a4 sinα cosβ

a2 + a4 cosβ



=

cosα 0 − sinα cosα sinβ
sinα 0 cosα sinα sinβ
0 1 0 cosβ



a1
a2
a3
a4


= C~a (2)



Our target is the specified point P on a given plane in the
space. Once the laser spot can reach the point we can present
the point by the position and direction of the laser.

Pi = Ci~a+ ri~vi (3)

ri is the length from the laser (Oi
4) to the point Pi on the plane.

Besides, points on the plane can be presented by themselves.
We can choose an origin point and two base vector for this
plane, such that each point on this plane can be presented as
:

P0Pi = xP0Px + yP0Py (4)

Pi = xP0Px + yP0Py + P0 (5)

B. Parameters Calibration

Since the rotation axes of Pan-Tilt are not coaxial and the
offsets, ai and ri, are hard to measure directly and accurately.
We propose to estimate the parameters based on sample data.

Combine equation (3) and (5):

CiA+ riVi = xP0Px + yP0Py + P0 (6)

By just taking P0P1 and P0P2 as Px, Py:

P0Pi = Pi − P0 = (Ci − C0)A+ riVi − r0V0 (7)

Ci~a+ ri~vi = xiP0P1 + yiP0P2 + P0

= xi(C1~a+ r1 ~v1 − r0 ~v0)

+yi(C2~a+ r2 ~v2 − r0 ~v0) + C0~a+ r0 ~v0

[xi(C1 − C0) + yi(C2 − C0)− (Ci − C0)]~a

+(1− xi − yi)r0 ~v0 + xir1 ~v1 + yir2 ~v2 − ri~vi = 0 (8)

Reorganize the equation (8) and we can get the homoge-
neous system of linear equations in shape of B~x = 0 and
~x =

[
a1 a2 a3 a4 r1 . . . rn

]T
. Since there is no

scale, we can not get the true parameters, but it does not matter.
As given the input

[
αi βi xi yi

]
(i >= 7), using the SVD

to decompose the coefficient matrix to get the exact solution.
The 2nd column of coefficient matrix is constant zero vector
which means a2 is not feasible to compute but it make no
influence on the result.

C. Inverse Kinematic

We get the sample data based on the forward kinematic
which calculate the coordinate of Pi and ri via given [α β],
A and plane. However, inverse kinematic is to figure out the
[α β] by given [x y] and calibrated parameters.

For Pi:

Oi
4Pi = OP0 + P0Pi −OOi

4

= C0~a+ r0 ~v0 + xiP0P2 + yiP0P3 − Ci~a

Let set ~v = C0~a+ r0 ~v0 + xiP0P2 + yiP0P3, a vector with
3 elements. Since Oi

4Pi should be parallel to ~vi thus we can
get the equations:

~vi × (v − Ci~a) = 0 (9)

The expanded and simplified form of the equation(9) is:
a1 sinαi sinβi + a3 cosαi sinβi + a4 sinαi

−v(2) sinβi − v(3) sinαi cosβi = 0 (10)
a1 cosαi sinβi − a3 sinαi sinβi + a4 cosαi

−v(1) sinβi − v(3) cosαi cosβi = 0 (11)

By soling the above equation array, we can get exact solutions
[αi βi] for a given Pi, which are the commands sent to the
Pan-Tilt.

IV. VISION BASED DETECTION

Fig. 6: Laser spot detection

Computer vision community has proposed lots of available
approaches for detection of the interested region or objects,
which serve well for the automatic tracking system. For
complicated objects and environment, we have several algo-
rithms to track the moving objects, the noticeable methods are
Kalman filter-based algorithms [11] and CONDENSATION
algorithm [12]. For regular objects or specified environment,
blob detection [13], [14] and contour detection can help a lot.
These algorithms work very fast which usually means real-
time performance and more robust.

In our project, vision-based tracking approach serves in
both parameter calibration and tracking process. For parameter
calibration, we utilize the camera to capture the image of the
target plane and get the laser spot location which is the input
for calibration. And for tracking process we surveil the rat on
the plane and get the rat head location where the laser spot
should be. In Fig.6 the laser spot is a typical blob and in Fig.7
we can easily find three spot areas which are ears and wound
after the operation. In consideration of the characteristic of
tracking the target, laser spot and rat head, we utilize the blob
detection to locate the target.



Fig. 7: Rat head detection

We use the blob detector from OpenCV [15] which provides
various and out-of-the-box algorithm implementations. Shown
in Fig.6 and Fig.7, we convert the image to HSV and get the
threshold which the key parameter for blob detector. For two
different blobs we manually set the filter parameters of the
detector. As shown in Fig.7 we take the average of the blobs
location as the rat head location.

V. EXPERIMENTS

For the model, we generate samples via ~a = [1 2 3 4]T and
plane x−y+z+4 = 0 and then use our approach to calculate
the parameters.

TABLE I: Sample data

ith αi (
◦) βi (

◦) xi yi
1 0 0 0 0
2 25.0000 0 1.0000 0
3 0 10.0000 0 1.0000
4 25.0000 10.0000 1.6037 2.1394
5 22.0000 3.0769 0.8744 0.4043
6 6.0000 6.1538 0.1680 0.6003
7 3.0000 3.8462 0.0752 0.3389

TABLE I presents the sample data which are used to cali-
brate the parameters and TABLE II is the result. Since there is
no scale, we choose the a1 as the scale factor to scale the result
(2nd column) and get the 3rd column. As we mentioned before
the scale has no effects on the inverse kinematic. TABLE II
presents clearly that our approach gets the exact solution.

Fig.8 records the field test results. Although errors still
exist in the figures, the laser spot is not the ideal point but
a quite large dot which can compensate the position error
to some degree and taking the scale and output resolution
of the Pan-Tilt into consideration, we think the system meets

TABLE II: Parameters

Ground truth result rescaled result
a1 1.0000 −0.0282 1.0000
a2 2 − −
a3 3.0000 −0.0846 3.0000
a4 4.0000 −0.1128 4.0000
r1 −8.0000 0.2256 −8.0000
r2 −13.4320 0.3789 −13.4320
r3 −10.6438 0.3002 −10.6438
r4 −22.3729 0.6310 −22.3729
r5 −13.5716 0.3828 −13.5716
r6 −10.2247 0.2884 −10.2247
r7 −9.1648 0.2585 −9.1648

our requirement. And owing to the simple architectures and
accurate model the tracking system is able to work efficiently.
However, due to the current limitation of current system and
measurement, we don’t do contrast experiment which we have
to update later.

Fig. 8: Field test. Circles are the position detected by
camera. purple spot is laser spot

VI. DISCUSSION AND CONCLUSION

In this work, we presented a visual tracking system featuring
easy deployment, efficiency, and low coupling. Our mathe-
matical model offers no error output in theory. In addition,
we designed an automatic parameters calibration strategy and
make it able to arbitrarily install hardware without accuracy
loss. Owing the precise mathematical model, we can reach
our goal at low cost instead of relying on the complex control
system.

Our mathematical model is designed for tracking objects
on plane. However, objects usually are three-dimensional,
imaging the rat stands in our projects (the last on in Fig.8),
and our current model is doomed to failure or errors. Thus,
involving another dimension and a more comprehensive model
is an interesting direction in the future. Moreover, integrating
and testing better visual object detection algorithms are worth
trying.
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