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Abstract— Fusion of heterogeneous exteroceptive sensors is
the most efficient and effective path to the representation of the
environment precisely, as it can compromise various drawbacks
of each homogeneous sensor. The rigid transformation (aka.
extrinsic parameters) of heterogeneous sensory systems is the
prerequisite of fusing the multi-sensor information. Researchers
have proposed several approaches to estimate the extrinsic
parameters. However, these approaches neither rely on human
interventions or specifically designed auxiliary object or do not
provide the library which makes it hard to test or benchmark.
In this paper, we propose a novel extrinsic calibration approach
for the extrinsic calibration of a Lidar (Laser Range Finder)
and a camera which only based on a polygon board and we
offer the relevant tools.

In this paper, we firstly track and extract the target polygon
from both the image and point-cloud. Then we try to match
the polygon between the 2D and 3D feature spaces. With the
associated polygon, we are able to get multiple constraints to
optimize the extrinsic parameters.

At the end, we validate our approach by four configura-
tions, including the simulation, 16/32-beam Lidar and 100-line
MEMS-Lidar. The outcome indicates high-precision extrinsic
calibration performance.

I. INTRODUCTION

A. Background

In recent years, 3D sensing system has aroused increasing
attention due to its widely potential applications, such as
autonomous driving and mobile robotics. These tasks have
high demands on the environment perception and environ-
ment modeling. However, it is either imprecise or requires
high computation power to model the environment with
homogeneous sensing modalities like cameras. Cameras are
so far the most widely used sensors which offer a wealth
of information on bearing information and color, but it is
heavily affected by the light condition and may not be able
to work in many scenarios. People aware that vision sensor’s
flaw has indeed caused some problems such as autonomous
driving accidents [1]. One of the important solution is to
combine various sensing modalities to enhance the model.
The common practice is to utilize the 3D range finder and
camera together to make complementary. To make use of the
information derived from heterogeneous modalities, we have
to fuse the information and present them in a single reference
frame. The goal is to compute the rigid transformation
including the relative rotation and translation of different
sensor coordinate systems. The 6-DoF rigid transformation
is called extrinsic parameters and the process to estimate the
extrinsic parameters is called extrinsic calibration.
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In this paper, we propose a generic method for the extrin-
sic calibration between camera and Lidar, without specific
calibration object such as chessboard or prisms.

B. Related works

It is a common agreement that the fundamental theoretical
problems have been solved for the extrinsic calibration, along
with the development of theories in multi-view geometry [2]
and optimization [3]. However, the integration of algorithms
and automated calibration in practical cases is still a chal-
lenge for us. In these cases, the dependence on facilities or
human interventions should be minimized. By this work, we
would like to tackle several last-mile problems to realize
automatic feature association and robust regression, leading
to high-precision extrinsic calibration over heterogeneous
sensors.

Researchers have proposed many methods for extrinsic
calibration of 3D Lidar and camera . We classify these
methods into three categories.

1) Feature Based: These method first try to find the
correspondences from image pixels captured by cameras to
the point-cloud captured by Lidar. If we have the corre-
spondences, this problem will be further solved as a PnP
problem [4], optimization problem [3], even as an active
calibration perception which attempted to find the next-best-
view [5], which have been already well-studied. However,
images and point-cloud are hard to match due to the inherent
representation difference: The images captured from cameras
are dense representations, for which each pixel has a proper
definition. Point-clouds are sparse representation. Regardless
the density, the space between any two observed points has
no definition at all. Thereby, currently there are no such
generic feature description across heterogeneous sensors that
we can directly use to match the features from images with
that from point-clouds.

Therefore, to get the feature correspondence, researchers
utilize external artificial calibration objects which could be
observed simultaneously from the camera and Lidar. Usually
more than one views from different poses are necessary
to perform the extrinsic calibration. The most often used
calibration object is the chessboard originally for the camera
intrinsic calibration [6]. Zhang [7] first put forward the
extrinsic calibration approach which used the chessboard to
calibrate a 2D Lidar and a camera. Unnikrishnan et al. [8]
extended Zhang’s approach for 3D Lidar with a chessboard,
whose approach was the first published method for a 3D
Lidar and a camera. Pandey et al. [9] extended the above
approach for omnidirectional cameras. Rodriguez et al. [10]
presented an extrinsic and intrinsic calibration approach with



circle based calibration target. Besides, Gonget al. [11] used
an arbitrary trihedron to assist the calibration and Dhallet
al. [12] used the aruco QR code and rectangular board to
perform calibration. In this paper, we require certain help for
feature extraction, but the only calibration object is simply
with arbitrary polygonal shape.

Another way to find the feature correspondence is manual
selection but provide primary filtering to narrow down the
candidates. They do not require artificial calibration target
any more but use the features from the natural scene.
Scaramuzza et al. [13] first tried this method by converting
the visually ambiguous 3D range information into a 2D map
where natural features of a scene are highlighted. Moghadam
et al. [14] selected all 3D lines and 2D lines as candidates
for human selection which made the algorithm more robust
and precise since it greatly reduces the probability of human
errors. These methods require massive human attention for
feature association.

2) Motion-Based Methods: Motion-based methods take
the extrinsic calibration problem as a well-researched hand-
eye calibration problem [15], [16] which could be referred as:
to recover the rigid-transformation between the two rigidly
connected points with series of transformations. Mathemat-
ically, to compute an unknown but fixed X from series
of AiX = XBi where Ai, Bi are the transformation of
the points(sensors) and X is the transformation between
points. The solution to this problem has been developed for
more than 20 years and lots of improved approaches have
been proposed. Z.Taylor et al. [17], [18] used this method
for multimodal sensors extrinsic calibration. We previously
utilized this method for extrinsic parameter initialization for
automatic Lidar-Camera calibration [19].

Motion-based method does not require any calibration
object or rely on any specific sensor measurement infomation
which makes it more general than other approaches. But this
technique has several disadvantages: 1) the movement of the
sensor system is restricted, e.g. the X can not be solved if the
system do plane motion. 2) the accuracy is subject to motion
estimation of every single sensor 3) higher computational
cost and 4) not applicable to static installed sensor system.

3) Mutual Information Based: There is another group of
methods, for which the calibration parameters are estimated
by maximizing the mutual information obtained between
the sensor measurements. Pandey et al. [20] and Z.Taylor
et al. [21] proposed to automatically calibrate the extrinsic
parameter using such a method in 2012 separately. Pandey
used the measured surface intensity and Taylor used the
surface normal. However, the intensity obtained from the
Lidar was not very reliable.

Our proposed approach utilizes the polygon board to assist
the feature association and optimize the calibration parameter
by the feature specific constraints. The most related to our
work is Dhallet al. [12] who also used a polygon board
to partially help associate features. However, their method
mainly relied on the QR code and utilize different features.

C. Contributions

In this paper, we propose a novel automated extrinsic
calibration algorithm for a 3D Lidar and a camera with
arbitrary polygon board. Our proposed algorithm tracks and
extracts the target polygon and then optimize the extrinsic
parameter. Our approach is also able to perform calibration
with single shot. Besides that an open-ware library and GUI
tool including code and test scenarios data is to be released
along with the publication of the paper which could be
directly used to test or benchmark.

D. Organization

The rest of the paper is organized as follows. Section
II introduces the methodology of our proposed algorithm.
Section III shows the calibration experiments and the simple
application. Finally, the conclusion based on our test is
discussed in Section V.

II. METHODOLOGY

Fig. 1 shows the block diagram of the proposed algorithm
which includes sensor data synchronization, polygons extrac-
tion and match and optimization.

A. Data Pre-Processing

Sensor data pre-processing includes synchronization and
image rectification. The synchronization of point-cloud and
image is based on their time-stamp. Out of this concern, we
use the Lidar UDP packet time-stamp instead of the point-
cloud time-stamp as reference. As for other pre-processes, on
one hand, the RS-Lidar we used can operate at maximally
10 frame-per-second (fps) and every frame (point-cloud) is
constituted with more than 850 UDP packets which contains
two measurements. Thus, the frame rate of Lidar UDP packet
is higher than 8500fps which greatly help to reduce the
temporal misalignment. On the other hand, the resolution
of the camera is 1920x1080 and the field of view (FOV) is
120◦, working at 120 fps. We adopted the OpenCV camera
model to calibrate the intrinsic parameters and undistort the
image. The synchronization was guaranteed via hardware,
which we cannot introduce in too much detail considering
the scope of the paper and limited space.

B. Polygon Extraction & Match

Our proposed approach adopted an arbitrary polygon ob-
ject as calibration auxiliary which is very handy to acquire. In
our implementation, we use a rectangular board as calibration
object which share exactly the same constraints with other
polygon and does not affect the generality of our method.
The polygon brings three types of constraints:

1) vertex constraint is the most intuitive constraint, as
the problem to PnP problem which is already well-
studied and could be solved. However, vertexes are not
always available or could be precisely estimated since
the natural characteristic of Lidar that it has different
resolution in vertical and circumferential direction. The
extreme case is shown in Fig. 2a that all four vertexes
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Fig. 1: Block diagram of the proposed extrinsic calibration algorithm

of the polygon in point-cloud could not be precisely
located.

2) edge constraint is another good and strong constraint.
It is also as line features that have been used in [14],
[19]. Similarly, part of edges of the polygon may
be occluded, invalid or comprise large error in some
cases, such as Fig. 2a. Thus, the problem is under
constrainted and the 6-DoF extrinsic parameters are
unbounded and have infinite solution. Fig. 2b shows
the well constrainted case in which all edges and ver-
texes could be extracted. 6-DoF extrinsic parameters
could be precisely recovered from this single frame.

3) inner-point constraint is a weak constraint. Calibration
cannot be solved by taking only this constraint but
mass points narrow down the solution domain and
guarantees the reliability of the final solution.

To get reliable and accurate extrinsic parameters, we use
both edge and inner-point constraints and to prevent the
failure caused by invalid edge constraints in degenerate case
our approach utilize a sequence of frames even it will well
converge with proper input, such as Fig. 2b.

As shown in Fig. 2, we extract the polygon from the
image and point-cloud separately, and then match the edges
and vertexes. For the i-th image, we firstly extract lines by
EDLines [22] and get the edges Ej

i by filtering the lines
with polygon geometry constraints and the vertexes V j

i ,
which are the intersections of edges. For the i-th pointcloud,
we firstly extract the polygon board by plane model and
RANSAC method, and then split the points into several
rings (horizontal lines) whose end points must located on
the edges. The points of the polygon are classified into
two categories:inner points Pi and edge points Qk

i . Where
j ∈ {0, 1, 2, 3} is the index of the edge and vertex of
2D polygon and k is the index of the 3D polygon edge.
However, we have to keep in mind that not all 3D edges are
always available. To improve the reliability and efficiency
of extraction algorithm, we also keep tracking the polygon
across the sequence of images and point-clouds.

After extracting the polygon from the image and point-
cloud, we match the 2D edges and 3D edges. We simplify
this problem to a finding index offset problem by sorting the
edges in an clockwise direction. For ith frame, there is an
constant offset between j and k. We utilize two longest(most
points) 3D edges, Qa

i and Qb
i , which should always be valid

(a) under-constraint pose (b) well-constraint pose

Fig. 2: Extracted 2D polygon(1st row) and 3D polygon(2nd
row) from V-REP simulation data

and find the offset by:

offset = argmin
n
{f(Qa

i , E
a+n
i ) + f(Qb

i , E
b+n
i )} (1)

f(Q,E) =
∑
pi∈Q

g(E,K(R′pi + t′) (2)

where n ∈ {0, 1, 2, 3}, f(Q,E) is the 3D-2D line error
function, g(·) is the 2D point-line distance function, R′ and t′

are the rotation and translation of the coarse initial extrinsic
parameter which could be represented as T ′ =

[
R′ t
0 1

]
.

C. Optimization

To precisely calibrate the extrinsic parameter, We aim to
minimize a global penalty function, which is a sum of the re-
projection point-to-line error and point-inside-polygon error.
As discussed before, for every frame we have the matched
edges(Q,E), polygon vertexes(V ) and inner 3D points(P ).
A generic form of the penalty function is:

minimize
∑
i

φ(ri) (3)

subject to ri =
∑
k

f(Qk
i , E

k+offseti
i )︸ ︷︷ ︸

edge constraint

+ wih(Pi, Vi)︸ ︷︷ ︸
inner point constraint

(4)



where f(·) is the 3D-2D line error function defined at Eq.
2, wi is scalar weight and h(·) is the points-inside-polygon
error function defined by the Algorithm.1. φ(·) : R → R
is a convex loss function. Note that φ(·) is often taking
a quadratic form, i.e. φ(u) = u2, namely Ordinary Linear
Square (OLS) as used by most implementations. However,
such a quadratic form will introduce high sensitivity to
outliers. In this work, we utilize the Soft-L1 loss function,
as:

φ(u) = 2(
√

1 + u2 − 1) (5)

With such a loss function, the effect of the outliers drops
from quadratic to linear form. It leads to enhanced perfor-
mance in extrinsic parameters calibration which is validated
in our experiments.

Algorithm 1 Point-inside-polygon error function h(·)
Input: P ,V
Output: error

Initialization : error = 0
1: Vc ← center of V
2: for for 3d point pi in point set P do
3: p′ ← K(R′pi + t′) {project 3d point to image}
4: if (pi not inside the polygon formed by V ) then
5: error += distance(pi, Vc)
6: end if
7: end for
8: return error

III. EXPERIMENT

Our proposed algorithm has been validated by both V-
REP [23] simulation environment and three type Robosense1

Lidar-Camera devices. The experiment process and results
show that our approach is flexible, accurate and robust.

A. V-REP Simulation

V-REP is an popular robot simulator which is used for fast
algorithm development, fast prototyping and verification. It
provides various out-of-box sensors and models, and whats
more important are the precise ground truth and eliminating
temporal synchronization problem. The ground truth of ex-
trinsic nor intrinsic parameter is impossible to measure in real
environment and temporal synchronization is hard to solve.
V-REP simulation makes us focus on the extrinsic parameter
calibration without being affected by the intrinsic parameter
and synchronization problem.

The Fig. 3 shows the sensor configuration and experiment
scene. We use the 64 lines Lidar which simulate the Velodyne
HDL-64E and camera whose resolution is 1280x720 and
perspective angle is 45◦. The rectangular board for calibra-
tion is 1.0x0.8 meter. After calibration, we use the result to
project and back-project one frame to indicate the calibration
precision which are shown in Fig. 4. Note that part of the
wall behind the board has the board color (red) which is

1http://robosense.ai/

Fig. 3: Simulation with V-REP, left:sensor configuration,
right: simulation scene

not caused by the extrinsic parameter error but the parallax
caused by the misalignment of the camera frame and the
Lidar frame.

Fig. 4: Calibration result of V-REP simulation. On the left is
the depth image, and on the right is the colored pointcloud

B. RS-Lidar

As shown in the 1st row of Fig. 6, we test our approach
with three type Lidar in which RS-16 and RS-32 are the
normal mechanical scanning Lidar and RS-M1 is newly
released 100 line MEMS Lidar. All Lidar-Camera devices
are equipped with the same rolling shutter camera which has
1920x1080 resolution, 30 fps and 120◦ FOV lens. And all
camera are calibrated by the ros calibration tool in advance.

The calibration effect is shown in the 4th and 5th row of
Fig. 6. Not like the V-REP simulation result, fewer points
in 5th row are dyed wrong color since we make the origin
of camera frame and Lidar frame close and align their axis
by designing the holders. Besides, since the RSLidar-M1 is
still in development the calibration effect of RSLidar-M1
and camera is not as good as another two. However, the last
figure of Fig. 6 is still impressive.

Fig. 5: Experiment with RSLidar-16



(a) 16 lines Lidar(RSLidar-16) (b) 32 lines Lidar(RSLidar-32) (c) 100 lines Lidar(RSLidar-M1)

Fig. 6: Test devices: three type Lidars with same camera. 1st row shows the test device, 2nd and 3rd row show the polygon
extraction, 4th and 5th row show the calibration result, depth image and colored pointcloud

IV. DISCUSSION

Note that the evaluation of the calibration is not feasible to
present in quantitative results, as the groundtruth is missing
due to the unknown mechanical parameters of the sensors.

We instead present the results in a qualitative manner by
checking the visualized results along the series of the input
sensory data. Further results, library and toolkits are avail-
able, in both video and report, at: www.ram-lab.com/



research.

V. CONCLUSION

In this paper, we presented an extrinsic calibration ap-
proach for 3D Lidar and camera, which only depends on
a polygon board, so that as precision is guaranteed the
reliance on the outside is greatly minimized. We also provide
a validated calibration library and GUI tool which will be
available online. Despite the limitation that the method needs
polygon board which is easy to acquire, it still by far a
convenient plug-and-play extrinsic calibration system to the
community.

For future work, we would improve the 3D polygon
extraction algorithm which does not work well for MEMS
Lidar currently and more comparisons are to be made. Data-
set for bench-marking will also be provided in the near fut
re.
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