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Abstract— This paper introduces two efficient global local-
ization and attitude estimation (6D global pose estimation)
algorithms for an unmanned aerial vehicle (UAV) over a known
rectangular field by detected lines using monocular cameras.
The algorithms are designed in the context of International
Aerial Robotics Competition (IARC) Mission-7, which has
been considered as one of the most prestigious up-to-date
UAV challenges. The first algorithm achieves 6D global pose
estimation by detection of three different lines, and the second
algorithm is by observing a known corner of the playground.
The simulation and experimental results validate the accuracy
and robustness of the proposed algorithms.

I. INTRODUCTION
A. Motivation and IARC

Localization is the basis for all position-based robotic
activities. Specifically, when a UAV is concerned, the 6D
pose estimation of the platform is usually required. Over
the past decade, pose estimation for UAVs has attracted
great attention [1], [2]. Several works took sensor fusion
into account [3], [4], [2]. In most cases, sensor fusion
adopts a loosely coupled approach, in which the precision of
frame-to-frame pose estimation or frame-to-model is crucial.
However, because of the lack of global consistent reference,
the estimation error will usually accumulate inevitably over
time.

IARC is one of the most challenging competitions for
UAV nowadays, and it is the longest running collegiate
aerial robotics challenge in the world. It aims at tack-
ling challenges that currently no flying robots owned
by a government or an industry can achieve. For the
history of the competition, please refer to http://
www.aerialroboticscompetition.org. The cur-
rent challenge (Mission-7) includes a multi-robot scenario in
which a UAV needs to navigate over a predefined playground
and precisely control several ground robots to move around.
As required by the competition, only “mapless” approaches
are allowed for Mission-7. Therefore, classical methods such
as PTAM]5]-based methods are not feasible. In addition,
the UAV needs to move always at a high speed over the
playground. The playground was a “featureless surface” as
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required by the first released version of game rule. Consider
that the competition is in indoor environment with limited
luminance conditions, the motion-blur for down-looking
cameras and the minimal features leave minor possibility for
stable tracking of the features on the ground. |I| Therefore,
optical flow-based pose estimation is not feasible either.
Without global localization, the error accumulated in these
incremental approaches can lead to a mission failure. In
this paper, we aim at using the limited information about
the playground to globally estimate the 6D pose of a UAV
directly from image observation. Our platform is shown in

which won two awards for the first-year competi-
tion in August, 2014.

Fig. 1. Our platform in the middle of competition. Please note that the
playground was featured, which was contradictory to our assumption that
only border-lines can be observed, due to last-time changes of rules.

B. Visual Odometry and Navigation

Visual odometry is the key method to estimate the pose of
a UAV [6], [7]. There are two main categories of methods,
namely absolute pose estimation [8] and relative pose esti-
mation, e.g. [9]. In typical robotic scenarios, relative pose
estimation has been widely used due to the relatively higher
precision. However, errors can be incrementally accumulated
over time. For a long-run experiment, the failure of pose
estimation can easily lead to mission failure.

Another related taxonomy is visual servoing (or called
visual homing for mobile robots [10], [11]). Using a given
set of reference features, the robot can converge to predefined
reference positions. The classical visual servoing methods are
based on point features [12]. Some variations such as those
that are based on lines [13] have been reported. However,

IPlease note that this was the original definition of the rules. Due to
requests, the playground was designed as featured surface since April 2014.
This paper deals with the localization with only boundary lines, i.e. before
the rule changes.
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recovery of the metric information is impossible using such
approaches.

C. Localization with Known Visual Hints

Several related works used points as primary features in
localization, e.g. Perspective-Three-Point (P3P). They aim
at determining the position and orientation of a camera in
a reference frame from point correspondences [8], [14].
Specifically for IJARC Mission-7, these methods are not
feasible, because in most cases the point features are not
detectable as the UAV must maneuver at different heights
over a feature-less ground. Even if some point features can
be tracked locally and temporarily, global localization is still
necessary at the mission planning level. These observations
do infer that localization by point features are not applicable
for the mission. On the other hand, inspired by some early
works in RoboCup competitions [15], [16], since the line
markers on the playground are specifically highlighted (see:
[section TI)), line-based methods can be designed accordingly.
Please note that the points at the crossing of lines cannot
be observed due to the large area of playground, therefore
existing jointly point-line-based methods are not applicable
such as [17], [18]. This work is stimulated by the fact that
lines are as cross product results from planes instead of as
extensions of connected points. This assumption leads to
interesting results that a set of parallel lines can be easily
represented using the known playground boundaries. This
set of parallel lines assist to finally refine the pose of the
UAV.

II. PRELIMINARIES

IARC Mission-7 requires autonomous flying of a UAV
above a 20x20 meter square area. Four lines form the area
on the ground. A pair of the opposite lines are white colored
(depicted in black in the other two lines are colored
in red and green separately. We denote the frame of the world
by w, which is originated at the cross point of the green line
and one of the white line (the one specifically defined in
[Figure 7). The frame of the UAV is denoted by .
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Fig. 2. Playground for the IARC Mission 7

The position of the UAV is x* := {Pz*, Py“, Pz*}. The
attitude of the UAV is q. Although both x and q are time-
variant, the time component is omitted in the representation
here for simplicity.

Consider that the four lines provide N detectable points,
each point % in the world frame can be projected to the local

frame of the UAV through fully calibrated camera(s). Let the
frame of a camera be c. The point ¢ can be represented in 7
frame (UAV) by:

V=TT

where 7 and 7 are the transformation from camera to the
UAV and world to camera respectively. For fully calibrated
cameras, the transformation from world to camera frame is:
RS T
C — w K

where K is the intrinsic camera matrix; R, and 7" define the
extrinsic parameters. 7. is the result of extrinsic calibration.

A simple sketch is shown in

Fig. 3. Projected point vector in local 7 frame.

The two specially colored lines can be seen as composition
of pg)ints in the world frame. Here, the green line is denoted
by 1'¢ := {i“[i € points of green color}; the red line is
_1>§*3 := {i¥|#¥ € points of red color}. Note that the obser-
vation vectors {?f} are generally normalized directions in
the UAV frame.

III. POSE ESTIMATION BY OBSERVING THREE LINES

A two-phase algorithm is used. Firstly, we can find the
rotation between world frame and body(UAV) frame by
observing two parallel lines and gravity measurement. Sec-
ondly, using the rotation matrix, we can transform important
vectors observed in UAV frame into world frame, then with
simple geometry we can derive the exact position of UAV in
the arena. We abuse 1% and 17 as the two parallel lines
in this section. The other two white can also be used in the
same analysis.

A. Finding the rotation

1) Intersection calculation in m: The following two ob-
servations can be derived:
Observation Z'_)As shovgl in 4] considering all planes
pass through 1¢ and 17 the 1ntersect10n is always a hne
that is parallel to both 1% and 1 “, because l o and l ot
are parallel.
Observation 2: The plane formed by any two different
Vectors with both their heads are points from either 17

1 « lies on one of the mentioned planes in Observatzon 1.



Fig. 4. Computation frame for Section III.A

By these two observations, we can calculate the intersec-
tion line d g, by:

3” B ﬁ: X ﬁg 0

oy < g
where ﬁg is the normal direction of the plane passes _1>;’,
while ﬁjf is the normal direction of the plane passes _1>;i’

They can be easily derived from:

o = 7;;1 X?;E

T Pl
g1 92 )

o= PrxTr

T PR < PR

where i ?’;1 and ?52 } are two observation vectors sampled
from 1, and {?ﬂl and ?;}
sampled from 1%. Take care of the sequence in computing
the cross product to make sure that the normal directions are
upwards.

As dlscussed in Observation 1, 3” is parallel with both

1 ” and l “ so we can find the rotation from 7 frame to

} are two observation vectors

a new frame having its y axis aligned with 3 . We define
the new frame to be ¢, so the x°-z° plane is perpendicular
to 1% and 17.

A subtle problem is that the pitch angle is not directly
observable from the two lines. In this case, a gravity direction
can be adopted (if possible) to compensate for the error in
2™ direction. Here we assume the pitch angle is observable
by gravity direction or the UAV can stabilize itself. Next, we
can find the rotation between the local frame and the global
frame. This assumption is proved feasible for the platform
that we used for the challenge.

2) Rotation: Firstly, we need to find the rotation between
7 and <. Figure is a sketched illustration.

In order to align the two axises, the two highlighted angles
are required, i.e.

s
0 = arctan %li
™
dgr yr
T 3)
gr|27r

=arctan

\/dgr " +d7grr|y"

dv. = Yy =y

gr

Fig. 5.

Alignment of y™ and y*

, so that a new frame ¢ is generated.

where d97 \N —g:|yﬂ, and d7T .~ indicate the components
along =™, y™ and 2™ axises respectlvely.

The rotation matrix from frame 7 to ¢ is calculated by a
rotation about 27 for —6, followed by a rotation about x™
for 9, so

1 0 0 cos —sinf O
R,=120 cost) siny sin 0 cosf 0
0 —sinYy cosvy 0 0 1

“)

After that, the frame ¢ can be easily again rotated to align

with w, since now y° is aligned with y“ already. Here we

need the gravity measurement g™ from the local frame of

the UAV. The missing alignment to z“ axis is achieved by a
pitch angle .

™

T = arccos (ET(—¥)> = arccos | (R; ?)T 0

(5)
where 1" denotes the transpose of vector. Therefore, the
attitude transformation from 7 to w is shown as

B. Localization

1) Solution to a line: Taking the sketch shown in
as an instance, the height z* and offset in between 1 ot and
1 “i.e. z* can be calculated. The transformed plane normals

w
:L.ﬂ'
Fig. 6. Solution to offset and height
are:
w w T
WY = RUYTT o
WY = RYUT
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By simple triangular geometry, the following relations can
be easily derived:

Pxe I
; 2, (8)
PZTI' - _r ‘x‘”
20 — Pz¥ Y|

where 20 is the width of the playground (in meters); ﬁ | e s
e o, ¥, and T¥ |, denote the component in 2% and
z¥ of ﬁ?; and n¥ respectively.

The analytical solution is:

. —20
Pz Helw | BY|w
Roloo T Reloo

)
A
Pz = Pz | =——
n;’|xw

Please note that rTg>“’|yw should be close to zero based on
Observation 1.

2) Complete 3D solution: In order solve the third dimen-
sion Py, a third condition, such as observations from the

third line is required. As shown in a third point is

Fig. 7. A third observation vector

observed by the UAV as vector ?g The vector in w frame

is
=RyV3
It can be derived by triangulation that the third dimension

Py¥
ik v

s
Pyy = Pz | o]
7 zw

where 7¢|,~ and P¢|.. represent the component of 7§
in y* and z“ respectively.

So far, we have the full solution of the UAV position in
3D with respect to the playground, as well as the attitude
given by (R‘;’)T.

(10)

Y
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Fig. 8.

Localization by observing a corner

IV. POSE ESTIMATION BY OBSERVING A CORNER

If a height measure is available, by observing a corner, the
3D position localization is also easily achievable. Please note
that, it is not necessary to literately observe a corner. Partial
observations of two adjacent lines would be sufficient, since
the corner coordinate in the UAV frame can be obtained by
cross product of the two line equations. In the four
corners are labeled by 1 to 4. Taking corner 2 as an example,
the 3D position is calculated as follows.

A. Position solution

Similarly, we can first localize the UAV to a line. The
following relations can be achieved by triangulation:

o = arccos(nT)T (—g™)

. oY), 20— Pz
cota = = <

ST (12)
B = arccos(n™)" (—g™)

where T* and W¥ are calculated similarly to

20 is the width of the playground in meter;
|

T |:C“
»wdenote the component in z* and z% of ﬁ“’ and n“
respectively. The y* component of n and z“ compo-
nent of W* are arbitrary and won’t affect the calculation
in Let the normalized components of vector
[ng, Py, Pzgg]T be [Pz, Pyg, Pz¥]T. The line equation
passes through the origin of 7 frame and corner 2 is:
— Pxy — Pyy — Py

)\_xw _yw _ZUJ
20— Pz 0—Pyy kY — P2y

(13)

where h“ is the measured height of the UAV in the world
frame, by which the position of the UAV is determined.
Similarly the lines passes through corner 1,3,4 can be derived
in a similar way, which is omitted here.



Note that if the height measure is not available, the UAV
position can be only determined to the level that it lies on the
line defined by However, the correspondence

observation vectors ( f “ and f ™) are known by this step.

B. Attitude estimation

The attitude of the UAV can be estimated in the following
way, as sketched in We have two pairs of known
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Fig. 9. Attitude recovery when observing a corner

vectors that are corresponding each other in 7 and w, i.e.
the vector (f“ and g“) and (E” and ?”). Consider an
intermediate frame ¢ as shown in the three basis
vectors for the rotation R are defined as:

5 T
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The rotation R¢ = [ \ad 7]
Similarly, for rotation from ( to 7 is spanned by:
_)
S
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The rotation RY = [x° y?7T A
As a result, the rotation transformation from frame w to
T i8:

RT = RIRS = RI(RY)T = [&7 yF @[ y? 72"

The attitude of the UAV is obtained by RY = (RT,

Note here we assume the visual observation is a more
reliable measure than gravity estimation. Therefore, the vi-
sual feature vector is taken as the reference axis in ¢ frame.
Another interesting observation is that the attitude is able
to be recovered by only observing a corner, deriving from
[Equation 13|and [Equation 10}

V. VALIDATION AND DISCUSSION

So far, we have introduced two global pose estimation
methods using the known boundary lines. To further validate
the methods, we adopt gazeboﬂ to simulate the behaviors of
the UAV. Then we introduce the experiment on real system.

A. Simulation Setup

Five cameras are mounted on the UAV at four equally
distributed directions as well as the down-looking direction.
We assume camera models are both intrinsically and extrin-
sically calibrated, such that the observed points from each
camera can be projected as rays pointing to the center of the
UAV. In practical cases, the intrinsic parameters are obtained
by standard calibration procedure using a check-board and
the extrinsic parameters are obtained by a Motion Capture
system with sub-millimeter precision.

Due to limited space, we will not discuss the influence of
line detection accuracy. The accuracy of line detection and
its effect on the pose estimation will be discussed with real
experiments in our further reports. However, we show the
general effect of primary noise factors such as the gravity
direction estimation and height estimation.

The validation adopts two major criteria: Euclidean error
for position estimation and a Riemannian measure on SO(3)
group for attitude. For the Riemannian metrics and the com-
putation of geodesics, please further refer to [19]. Here we
adopt the most widely used Riemannian metric to calculate
the geodesic of two SO(3) rotation matrices Ry and Ry as,

dr(R1, Re) =

|log(Ry ' Ry)||r (17)

|
V2
where F' denotes the Frobenius norm. We use dg (R, R*) to
represent the difference between an estimated attitude R and
the ground-truth R*.

For all the following validations, the simulated UAV
flies following the same trajectory (sequence of poses).
We analyze the accuracy and behavior both the algorithms
introduced in [section III| and |section IV]| namely “three-line
algorithm” and ‘“corner-based algorithm” respectively. We
assume the norm of the projected the estimated gravity di-
rection (a unit vector) onto horizontal plane is with Gaussian
noise N (0, 0.01). The height estimation used by the corner-
based algorithm is with centimeter accuracy. Both parameters
are selected according to the characteristics of accessible
hardware setup.

B. Simulation for three-line algorithm
Using the setup of subsection A, with additional noise in
gravity estimation, depicts a simulated trajectory

Zhttp://gazebosim.org
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Fig. 10. Pose estimation by three lines with inaccurate gravity estimation.
Units are in meter.

of the UAV using three-line algorithm, where blue circles
indicate the estimated position against the red ground-truth.
The estimated trajectory generally overlays on the ground-
truth. In terms of position accuracy, shows the
errors in X, y and z directions respectively along time axis.
The position errors are generally small (within 0.5 meter).
Note that the error in z direction (denoted by red curve)
is significantly smaller than the horizontal directions. A
possible reason is that the noise in gravity estimation is
magnified in horizontal directions due to triangle relations.
Conversely, for the estimation in versicle direction, the noise
is balanced by the two estimated normals. At the same time,
we see that the estimation error in X and y directions vary
significantly over time. By studying the retraced data, the
high errors happen when the UAV is close to either border
of the playground. The observation noise increases in such
cases, leading to sub-optimal results. The cyclic movement
of the UAV causes the tide-like errors in amplitudes. In terms
of orientation accuracy, shows the Euler angular
errors along time. In general, the angular estimation is
accurate. The maximum estimation error is within 0.4 degree.
It shows the yaw estimation is much better than the other
two. The reason is similar to the position estimation. Since
the reference lines are taken from the horizontal playground,
yaw estimation benefits the inherent consistency in feature
tracking. Conversely, the estimations of roll and pitch rely
much on the accuracy of gravity direction estimation.

In order to better understand how the accuracy in gravity
estimation can affect the pose estimation, we plot both

the position errors and attitude errors in and

respectively. Third-ordered linear regression with
linear kernel is also implemented to extract the tendency of

the data. It can be seen in that on the one hand the
position error generally increases with a worse estimation of
gravity direction; on the other hand, the majority estimation
results are with low errors (clustered at the bottom of
the plot), which indicates the robustness of the proposed
algorithm. However, the general estimation of attitude will
not be much affected by increased error in gravity estimation.
Please note that this result is not contradict with that in
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Fig. 11. Position error along simulation time
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Fig. 12. Angular error along simulation time

IFigure 12| because only indicates yaw estimation is

superior than roll and pitch estimation, and implies
better gravity estimation (within the test range) does not

imply significantly better overall attitude estimation. Please
be reminded that the behavior is different for corner-based
algorithm shown in ??.

Due to page limits, the simulation for corner-based algo-
rithm by is omitted in this paper. The readers are
referred to our full-length tech report at [20].

C. Summary

In general, we compared the two proposed algorithms
to estimate the pose of a UAV using the playground for
IARC Mission-7. We see that the three-line algorithm is
more resistant to observation noise, especially it only requires
one additional measure other than vision. Since the absolute
distance between two boarder-lines is used, this additional
information also helps to form a more precise solution.

VI. EXPERIMENT ON TEST-FIELD

We set up a smaller square field (Sm x 5m) to mimic the
IARC competition arena. When the quadrotor is moving in
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Fig. 14. Attitude error against gravity direction estimation

the field, its four cameras send images to the ground station,
where its absolute position is calculated. shows the
experimental field and screenshots from the control station.
Four cameras used by the algorithm are mounted on the
four sides of the UAV, looking at four equally distributed
directions as shown in Please note that we do not
aim at on-board global localization solution for IARC, since
the heavily-loaded data from four HD cameras need to be
processed in real-time. However, the flight control is taken
care of on-board. For interested readers, please refer to [21]
for further detail.

Two tricks are further introduced to ensure the implemen-
tation stability. They are briefly described as follows:

« Rejection-based boundary line detection: The bound-
ary line detection is based on Hough-transform. Usually,
plenty of outliers can be detected. We introduced a
selection process based on the gradients (to reject lines
with large slopes), lengths (to reject short segments)
and locations (to reject lines above the ground). The
remaining group votes for the optimal estimation based
on the line saliency.

Fig. 15. The upper image shows the course of the localization experiment.
The lower image is a screenshot of the host computer, which displays
images wirelessly transmitted from four cameras with high-definition videos
at 30Hz. The screenshot shows an instance where the field boundaries
are correctly detected and highlighted by purple. For further detail on the
platform and transmission, please refer to our report [21],

Fig. 16. The bottom view of the system. Red camera is for object tracking,
Black camera & ultrasonic sensor module is the visual odometer. Four
camera modules on each side can be either monocular or stereo.

o Dynamic Bayesian Filtering: Even with the rejection-
based algorithm, noisy line observations are inevitable
from time to time. They usually triggers largely trans-
lated wrong estimation of the UAV poses. To stabilize
the estimation result, we introduce an EKF-based dy-
namic Bayesian filtering process. The output pose is
filtered by taking the previous estimation results into
account.

compares the localization result with ground-

truth provided by an external motion tracking system. With-
out using the dynamic Bayesian programming, the maximum
localization error is 0.23 meter and standard derivation
is 0.12 meter. The localization results indicate the good
performance in global localization for the UAV. Be reminded
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Fig. 17. Localization result in a 5m x 5m field. The red line (solid) is
ground truth obtained by motion tracking system, while the blue (dashed)
line is the result of our localization algorithm.

that the boundary detection results are the only extroceptive
information for the localization. Since the accurate position
estimation relies on an accurate attitude estimation, we omit
the attitude analysis in this case due to page limit. For
interested readers, please soon refer to our full length journal
paper for more detail.

VII. CONCLUSION

In this paper, in the context of TARC Mission-7, we
introduced two global 6D pose estimation algorithms for
UAVs. The first algorithm uses three known lines from the
playground, plus an additional gravity measurement as input,
leading to precise estimation in position and attitude. In the
case when only a corner of the playground can be observed
from the UAV, a second algorithm namely the corner-based
algorithm could be adopted accordingly. We evaluated the
behavior of the two algorithms under noisy observations in
gravity and height estimation. The experiment result indi-
cates the effectiveness of the algorithm. For future research,
knowing that the IARC rules have changed to the case
where the ground surfaces are now featured, we will fuse the
proposed method with local feature detection and tracking,
such as visual odometry algorithms.

VIDEO SUPPLEMENT

The attached video comprises three parts. The first part
shows the test field and the experiment using our IARC
platform. The second part shows the results of localization
in the test field, where the localization results are presented
using the terminal in the bottom-right corner. The third part
shows the line extraction results on the standard playground
during the IARC 2014 competition.
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